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Approximating positive solutions of nonlinear IVPs of ordinary second
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Abstract. In this paper we prove the existence and approximation of solution for a nonlinear initial value problem of ordinary
second order hybrid differential equation. The right hand side of the differential equation is assumed to be Carathoèodory and
the proof is based on a Dhage iteration method.
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1. Introduction and Background

Let R denote the set of all real numbers and R+ the set of all nonnegative reals. Given a closed and bounded
interval J = [0, T ] ⊂ R, consider the nonlinear hybrid initial value problem (in short HIVP) of ordinary second
order hybrid differential equation (in short HDE),

d2

dt2

(
x(t)

f(t, x(t))

)
= g(t, x(t)) a.e. t ∈ J,

x(0) = 0, x′(0) = 0,

 (1.1)

where f : J × R→ R \ {0} is continuous and f : J × R→ R is a Carathèodory function.

When f ≡ 1 on J×R, the HIVP (1.1) reduces to the well-known nonlinear ordinary second order differential
equation

x′′(t) = g(t, x(t)) a.e. t ∈ J,
x(0) = 0, x′(0) = 0,

}
(1.2)

which is studied earlier extensively in the literature (see Dhage and Dhage [5]).
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Approximation results for nonlinear hybrid boundary value problems

Definition 1.1. A function x ∈ AC1(J,R) is said to be a lower solution of the IVP (1.1) if

d2

dt2

(
x(t)

f(t, x(t))

)
≤ g(t, x(t)) a.e. t ∈ J,

x(0) = 0, x′(0) = 0,

 (1.3)

where,AC1(J,R) is the space of functions x ∈ C(J,R) whose first derivative exists and is absolutely continuous
on I . Similarly, x ∈ AC1(J,R) is called an upper solution of (1.1) on J if the reversed inequalities hold in (1.3).
If equalities hold in (1.3), we say that x is a solution of (1.1) on J .

The existence of the solution to the problem (1.1) may be proved by using hybrid fixed point theorems of
Dhage in a Banach algebra as did in Dhage [2] and Dhage and Imdad [7]. The existence of positive solution to
a nonlinear equation is generally proved using the properties of cones in a partially ordered Banach space (see
Deimling [1] and Granas [8]). However, the existence and approximation result for the second order IVPs and
PBVPs are already proved in Dhage and Dhage [5, 6] without using the properties of the cones via a new Dhage
iteration method developed in [3]. In the present paper, we shall extend above Dhage iteration method to the
HIVP (1.1) and study the existence and approximation of positive solutions of under certain hybrid conditions on
the nonlinearities f and g from algebra, analysis and topology.

2. Auxiliary Results

We need the following definition in what follows.

Definition 2.1. A function β : J × R→ R is called Carathéodory if

(i) the map t 7→ β(t, x) is measurable for each x ∈ R, and

(ii) the map x 7→ β(t, x) is continuous for each t ∈ J .

The following lemma is often used in the study of nonlinear differential equations (see Dhage [2] and
references therein).

Lemma 2.2 (Carathéodory). Let β : J × R→ R be a Carathéodory function. Then the map (t, x) 7→ β(t, x) is
jointly measurable. In particular the map t 7→ β(t, x(t)) is measurable on J for each x ∈ C(J,R).

We need the following hypotheses in the sequel.

(H1) f defines a continuous bounded function f : J × R→ R+ \ {0} with bound Mf .

(H2) There exists a D-function ϕf ∈ D such that

0 ≤ f(t, x)− f(t, y) ≤ ϕf

(
x− y

)
for all ∈ J and x, y ∈ R with x ≥ y. Moreover, T 2Mgϕf (r) < r, r > 0.

(H3) The function g is Carathéodory on J × R into R+.

(H4) g is bounded on J × R with bound Mg .

(H5) g(t, x) is nondecreasing in x for each t ∈ J .

(LS) The HIVP (1.1) and (1.3) has a lower solution u ∈ AC1(J,R).

(US) The HIVP (1.1) and (1.3) has an upper solution v ∈ AC1(J,R).
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Lemma 2.3. Given any function h ∈ L1(J,R), the HIVP

d2

dt2

(
x(t)

f(t, x(t))

)
= h(t) a.e. t ∈ J,

x(0) = 0, x′(0) = 0,

 (2.1)

is equivalent to the quadratic hybrid integral equation (in short HIE)

x(t) =
[
f(t, x(t))

](∫ t

0

(t− s)h(s) ds
)
, t ∈ J. (2.2)

The proof of our main result will be based on the Dhage monotone iteration principle or Dhage monotone
iteration method contained in a applicable hybrid fixed point theorem in the partially ordered Banach algebras.

A non-empty closed convex subset K of the Banach algebra E is called a cone if it satisfies i) K +K ⊂ K,
ii) λK ⊆ K for λ > 0 and iii) {−K} ∩K = {0}. We define a partial order � in E by the relation x � y ⇐⇒
y − x ∈ K. The cone K is called positive if iv) K ◦K ⊆ K, where “◦” is a multiplicative composition in E. In
what follows we assume that the cone K in a partially ordered Banach algebra (E,K) is always positive. Then
the following results are known in the literature.

Lemma 2.4 (Dhage [4]). Every ordered Banach space (E,K) is regular.

Lemma 2.5 (Dhage [4]). Every partially compact subset S of an ordered Banach space (E,K) is a Janhavi set
in E.

Theorem 2.6 (Dhage [3]). Let
(
E,K, ‖ · ‖

)
be a regular partially ordered complete normed linear algebra and

let every chain C in E be a Janhavi set. Suppose thatA,B : E → K are two monotone nondecreasing operators
such that

(a) A is partially bounded and partial D-Lipschitz with D-function ϕA,

(b) B is partially continuous and uniformly partially compact,

(c) MB ϕA(r) < r, r > 0, where MB = sup{‖B(C)‖ : C is a chain in E}, and

(d) there exists an element x0 ∈ E such that x0 � Ax0 Bx0 or x0 � Ax0 Bx0.

Then the hybrid operator equation AxBx = x has a solution x∗ in K and the sequence {xn}∞n=0 of successive
iterations defined by xn+1 = Axn Bxn converges monotonically to x∗.

The details of Dhage monotone iteration principle or method and related definitions of Janhavi set and
uniformly partially compact operator along with some applications may be found in Dhage [3, 4] and the
references therein.

3. Existence and Approximation Result

LetC+(J,R) denote the space of all nonnegative-valued functions ofC(J,R). We assume that the spaceC(J,R)
is endowed with the norm ‖ · ‖ and the multiplication “·” defined by

‖x‖ = max
t∈J
|x(t)| and (x · y)(t) = x(t)y(t) t ∈ J. (3.1)

We define a partial order � in E with the help of the cone K in E defined by

K =
{
x ∈ E | x(t) ≥ 0 for all t ∈ J

}
= C+(J,R), (3.2)
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which is obviously a positive cone in C(J,R). Thus, we have x � y ⇐⇒ y − x ∈ K.

Clearly, C(J,R) is a partially ordered Banach algebra with respect to above supremum norm, multiplication
and the partially order relation in C(J,R). A solution ξ∗ of the HIVP (1.1) is positive if it belongs to the class of
function space C+(J,R).

Theorem 3.1. Suppose that hypotheses (H1)-(H5) and (LS) hold. Then the BVP (1.1) has a positive solution x∗

defined on J and the sequence {xn}∞n=0 of successive approximations defined by

x0(t) = u(t), t ∈ J,

xn+1(t) =
[
f(t, xn(t))

](∫ t

0

(t− s)g(s, xn(t)) ds
)
, t ∈ J,

 (3.3)

converges monotone nondecreasingly to x∗.

Proof. Set E = C(J,R). Then, in view of Lemmas 2.4 and 2.5, E is regular and every compact chain C in E
possesses the compatibility property with respect to the norm ‖ · ‖ and the order relation � so that every compact
chain C is a Janhavi set in E.

Now by Lemma 2.2, the BVP (1.1) is equivalent to the HIE

x(t) =
[
f(t, x(t))

](∫ t

0

(t− s)g(s, x(t)) ds
)
, t ∈ J. (3.4)

Define two operators A and B on E by

Ax(t) = f(t, x(t)), t ∈ J, (3.5)

and

Bx(t) =
∫ t

0

(t− s)g(s, x(t)) ds, t ∈ J. (3.6)

From hypotheses (H1) and (H3), it follows that A and B define the operators A,B : E → K. Now the HIE
(3.4) is equivalent to the quadratic hybrid operator equation

Ax(t)Bx(t) = x(t), t ∈ J. (3.7)

Now, we show that the operators A and B satisfy all the conditions of Theorem 2.6 in a series of following
steps.

Step I: A and B are nondecreasing operators on E.

Let x, y ∈ E be such that x � y. Then, from the hypothesis (H2) it follows that

Ax(t) = f(t, x(t)) ≥ f(t, y(t)) = Ax(t)

for all t ∈ J . Hence Ax � A(y) and that A is nondecreasing on E. Similarly, we have by hypothesis (H5),

Bx(t) =
∫ t

0

(t− s)g(s, x(s))d ≥
∫ t

0

(t− s)g(s, y(s)) ds = By(t)

for all t ∈ J . This implies that Bx � By whenever x � y. Thus, B is also nondecreasing operator on E.

Step II: Next we show that A is partially bounded and partial D- Lipschitz on E.

Now, for any x ∈ E, one has
‖Ax‖ = sup

t∈J
|f(t, x(t))| ≤Mf
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and so A is bounded and consequently partially bounded on E. Nxt let x, y ∈ E be such that x � y. Then, by
hypotesis (H2),

|Ax(t)−Ay(t)| ≤ ϕf (|x(t)− y(t)|) ≤ ϕf (‖x− y‖)

for all t ∈ J . Taking the supremum over t, we get

‖Ax−Ay‖ ≤ ϕf (‖x− y‖)

which shows that A is a D-Lipschitz on E with D-function ϕf .

Step III: B is a partially contiuous and partially compact on E.

Let {xn}n∈N be a sequence in a chain C such that xn → x as n → ∞. Since the f is continuous, by
dominated convergence theorem, we have

lim
n→∞

Bxn(t) = lim
n→∞

∫ t

0

(t− s)g(s, xn(s)) ds

=

∫ t

0

(t− s)
[
lim
n→∞

g(s, xn(s))
]
ds = Bx(t),

for all t ∈ J . This shows that Bxn converges to Bx pointwise on J . Next, we show that {Bxn}n∈N is an
equicontinuous sequence of functions in E. Now for any t1, t2 ∈ J , one obtains

|Bxn(t1)− Bxn(t2)| ≤MgT |t1 − t2|+ |p(t1)− p(t2)| ds (3.8)

uniformly for all n ∈ N, where p(t) =
∫ t

0

Mg(T − s) ds.

Since the functions t → |t| and t → p(t) is continuous on compact J , they are uniformly continuous there.
Therefore, we have

|p(t1)− p(t2)| → 0 as t1 → t2

uniformly on J . As a result, we have that

|Bxn(t1)− Bxn(t2)| → 0 as t1 → t2,

uniformly for all n ∈ N. This shows that the convergence Bxn → Bx is uniform and that B is a partially
continuous operator on E into itself.

Next, we show that B is a uniformly partially compact operator on E. Let C be an arbitrary chain in E.
We show that B(C) is uniformly bounded and equicontinuous set in E. First we show that B(C) is uniformly
bounded. Let y ∈ B(C) be any element. Then there is an element x ∈ C such that y = Bx. By hypothesis (H2)

|y(t)| = |Bx(t)| ≤
∫ t

0

(t− s)|g(s, x(s))| ds ≤ T 2Mg,

for all t ∈ J . Taking the supremum over t we obtain ‖y‖ = ‖Bx‖ ≤ Mg T
2 for all y ∈ B(C). Hence B(C) is a

uniformly bounded subset of E. Next, proceeding with the arguments that given in Step II it can be shown that∣∣y(t2)− y(t1)∣∣ = |Bx(t2)− Bx(t1)| → 0 as t1 → t2

uniformly for all y ∈ B(C). This shows that B(C) is an equicontinuous subset of E. Now, B(C) is a uniformly
bounded and equicontinuous subset of functions in E and hence it is compact in view of Arzelá-Ascoli theorem.
Consequently B is a uniformly partially compact operator on E into itself.

Step IV: A and B satisfy the growth inequality MB ϕA(r) < r, r > 0.
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Now, it can be shown ‖B(C)‖ ≤ T 2Mg =MB for all chain C in E. Therefore, we obtain

MBϕA(r) = T 2Mgϕf (r) < r

for all r > 0 and so the hypothesis (c) of Theorem 2.6 is satisfied.

Step VI: The function u satisfies the operator inequality u � AuBu.

By hypothesis (LS), the HIVP (1.1) has a lower solution u defined on J . Then, we have

d2

dt2

(
u(t)

f(t, u(t))

)
≤ g(t, u(t)) a.e. t ∈ J,

u(0)

f(0, u(0))
= 0,

(
u(t)

f(t, u(t))

)′∣∣∣∣∣
t=0

= 0,

 (3.9)

By using this, the fundamental theorem of calculus and the definitions of the operators A and B, it can be
shown that the function u ∈ C(J,R) satisfies the relation u � AuBu on J .

Thus, A and B satisfy all the conditions of Theorem 2.6 and so the quadratic hybrid operator equation
AxBx = x has a positive solution x∗ and the sequence {xn}∞n=0 of successive iterations defined by xn+1 =

Axn Bxn with initial term x0 = u converges monotone nondecreasingly to x∗. Therefore, the HIE (3.4) and
consequently the HIVP (1.1) has a positive solution x∗ and the sequence {xn}∞n=0 of successive approximations
defined by (3.3) with x0 = u, converges monotone nondecreasingly to x∗. This completes the proof. �

Remark 3.2. The conclusion of Theorem 3.1 also remains true if we replace the hypothesis (LS) with (US). The
proof of Theorem 3.1 under this new hypothesis is similar and can be obtained by closely observing the same
arguments with appropriate modifications. In this case the sequence {xn}∞n=0 defined by (3.3) with x0(t) =

v(t), t ∈ [0, T ], converges montone nonincrasingly to the solution x∗ of he HIVP (1.1) on J . Again, the
existence and approximation result, Theorem 3.1 includes similar result for the positive solution of the HIVP
(1.2) as a special case.

Remark 3.3. We note that if the HIVP (1.1) has a lower solution u ∈ AC1(J,R) as well as an upper solution
v ∈ AC1(J,R) such that u � v, then under the given conditions of Theorem 3.1 it has corresponding solutions
x∗ and y∗ and these solutions satisfy the inequality

u = x0 � x1 � · · · � xn � x∗ � y∗ � yn � · · · � y1 � y0 = v.

Hence x∗ and y∗ are respectively the minimal and maximal impulsive solutions of the HIVP (1.1) in the vector
segment [u, v] of the Banach space E = C(J,R), where the vector segment [u, v] is a set of elements in C(J,R)
defined by

[u, v] = {x ∈ C(J,R) | u � x � v}.
This is because of the order cone K defined by (3.2) is a closed convex subset of C(J,R). However, we have not
used any property of the cone K in the main existence results of this paper. A few details concerning the order
relation by the order cones and the Janhavi sets in an ordered Banach space are given in Dhage [4].

4. An Example

Example 4.1.

Given a closed interval J = [0, 1] in R, consider the nonlinear HIVP of hybrid differential equations

d2

dt2

(
x(t)

f(t, x(t))

)
= tanhx(t) + 1 a.e. t ∈ J,

x(0) = 0, x′(0) = 0,

 (4.1)
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where the function f : J × R→ R \ {0} is defined by

f(t, x) =


1, if x ≤ 0,

1 +
x

1 + x
, if x > 0.

Then the function f satisfies the hypotheses (H1)-(H2) with Mf = 2 and ϕf (r) =
r

1 + ξ2
, 0 ≤ ξ ≤ r. Here

g(t, x) = tanhx + 1 and satisfies the hypotheses (H3)-(H5) with Mg = 2. Now the HIVP (4.1) is equivalent to
the HIE

x(t) =
[
f(t, x(t))

](∫ t

0

(t− s)
[
tanhx(s) + 1

]
ds

)
, t ∈ [−1, 1],

It can be verified that the function u ∈ C(J,R) defined by u(t) = −t2 and v(t) = 4t2 are respectively the
lower and upper solutions of the HIVP (4.1) on [0, 1]. Hence, by an application of Theorem 3.1, the HIVP (4.1)
has a positive solution x∗ and the sequence {xn}∞n=0 of successive approximations defined by

x0(t) = −t2, t ∈ [0, 1],

xn+1(t) =
[
f(t, xn(t))

](∫ t

0

(t− s)
[
tanhxn(s) + 1

]
ds

)
, t ∈ [0, 1],

converges monotone nondecreasingly to x∗. Similarly, by Remark 3.2, the sequence {yn}∞n=0 of successive
approximations defined by

y0(t) = 4t2, t ∈ [0, 1],

yn+1(t) =
[
f(t, yn(t))

](∫ t

0

(t− s)
[
tanh yn(s) + 1

]
ds

)
, t ∈ [0, 1],

converges monotone non-increasingly to the positive solution y∗ of the HIVP (4.1) on [0, 1].
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