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Solving the problems related to shortest distance
using He’s variational iteration method and theory of
variational problems with moving boundaries
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Abstract
In this paper we considered two variational problems related to shortest distance with moving boundaries. These
problems are solved by applying the variational iteration method. It is observed that at the first iteration the exact
solution is reached by using the variational iteration method.
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1. Introduction
The problems in engineering, science, economics and

mathematical modeling yield differential equations. For ex-
ample the problem of harmonic motion yields a differential
equation d2x

dt2 +ω2x = 0. For the physical interpretation we
need its solution. The analytical solution for every differential
equation may not be possible with the existing methods in
the theory of ordinary differential equations. In such cases
we employ the numerical methods of solving the differential
equations. These methods have some drawbacks. The vari-
ational iteration method is developed by J.H.He [2]. It was
shown by many researchers [1, 4, 6, 7] that the variational
iteration method is more powerful and effective than exist-
ing techniques such as the Adomain method and perturbation

method. E. Rama, K. Somaiah and K. Sambaiah [5] stud-
ied variational iteration method for solving various types of
problems. The successive approximations of an initial value
problem or boundary value problem found by this method are
rapidly converges to the exact solution. We considered two
variational problems related to shortest distance with moving
boundaries. Variational iteration method is used to obtain the
solution of these problems. It is observed that at the first itera-
tion the exact solution is reached by applying the variational
iteration method.

2. Description of He’s Variational Iterative
Method

We consider the following general nonlinear system

L[y(x)]+N[y(x)] = g(x), (2.1)

where L is linear operator, N is a non-linear operator respec-
tively and g(x) is known continuous function. According to
the variational iteration method the correction functional of
(2.1) is given by

y(n+1)(x) = y(n)(x)+
∫ x

0
λ (x, t)

[
L[y(n)(t)]

+N
[
ỹ(n)−g(t)

]]
dt, (2.2.)
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where λ (x, t) is a general Lagrange multiplier which can be
identified optimally via variational theory and ỹ(n)(x) is a
restricted variation which means δ ỹ(n) = 0.

Further, y(n)(x) is the nth approximate solution. The suc-
cessive approximations y(n+1)(x) will be found by applying
the obtained general Lagrange multiplier and properly cho-
sen initial approximation y(0)(x). For the kth order ordinary
differential equation

dky
dxk + f

(
y,

dy
dx

,
d2y
dx2 , . . . .,

dk−1y
dxk−1

)
= 0. (2.3)

Ji-Huan He and XuHong Wu [3] shown that the general La-
grange multiplier is

λ (x, t) =
(−1)k

(k−1)!
(t− x)k−1 (2.4)

and

y(n+1)(x) = y(n)(x)+
(−1)k

(k−1)!

∫ x

0
(t− x)k−1

(×)

{
dk

dtk y(n)(t)+ f (y(n)(t),
d
dt

y(n)(t),

y′′n(t), . . . .,
dk−1

dtk−1 y(n)(t))

}
dt (2.5)

The solution of (2.1) is obtained as y(x) = Lt
n→∞

y(n).

3. Transversality conditions

Let v(y(x)) =
∫ x1

x0
F (x,y,y′)dx be a variational problem

and x1 is moving on the curve y = φ(x). The transversality
condition is the relation between the directional coefficients of
φ ′(x) and the derivative of the extremal of v(y(x)) at (x1,y1).

If v(y(x),z(x)) =
∫ x1

x0
F (x,y,z,y′,z′)dx be a variational

problem and P(x1,y1,z1) is moving on the surface z= φ(x,y).
The transversality condition is the relation between the direc-
tional coefficients of the extremal at P and directional coeffi-
cients of normal to the surface at the point P.

The proofs of the following theorems 3.1 and 3.2 see [1].
Using these theorems we derive the transversality conditions
for the problems related to shortest distance.

Theorem 3.1. If v(y(x)) =
∫ x1

x0
F (x,y,y′)dx,y(x0) = y0 and

(x1,y1) is moving on the curve g= f(x) then the transversality
condition is

⌊
F +

(
g′− y′

)
Fy′
∣∣
x=x1

= 0 (3.1)

Particular case: If v(y(x)) =
∫ x1

x0

√
1+ y′2dx,y(x0) = y0

and (x1,y1) is moving on the curve y= g(x) then the Transver-
sality condition is y′ =− 1

g′ at x = x1. Proof: Considering

F =
√

1+ y′2 and using Theorem3.1 the transversality con-

dition (3.1) becomes
[√

1+ y′2 +(g′− y′) y′√
1+y′2

]
x=x1

= 0.

i.e.
[√

1+ y′2− y′2√
1+y′2

+g′ y′√
1+y′2

]
x=x1

= 0

⇒
[

1√
1+y′2

{1+g′y′}
]

x=x1

= 0.

Since
√

1+ y′2 6= 0 we get [1+g′y′]x=x1
= 0.

Hence,

y′ =− 1
g′

at x = x1. (3.2)

Theorem 3.2. If V(y(x),z(x))=
∫ x1

x0
F (x,y,z,y′,z′)dx,y(x0)=

y0 and z(x0) = z0 and the point (x1,y1,z1) moving on the
surface z = g(x,y) then the transversality conditions are[
F− y′Fy′ +(gx− z′)Fz′

]
x=x1

= 0 and[
Fy′ + gxFz′ |x=x1

= 0 (3.4)

Particular case: The transversality conditions for the func-
tional V(y(x),z(x))=

∫ x1
x0

√
1+ y′2 + z′2dx,y(x0)= y0,z(x0)=

z0 and (x1,y1,Z1) is moving on the surface z = g(x,y) are
1
gx

= y′
gy

= z
−1 at x = x1

Proof. Here F=
√

1+ y′2 + z′2. The transversality conditions
(3.3) and (3.4) become[√

1+ y′2 + z′2− y′2√
1+y′2+z′2

+
(gx−z′)√
1+y′2+z′2

z′
]

x=x1

= 0[
y′√

1+y′2+z′2
+ z′√

1+y′2+z′2
gy

]
x=x1

= 0.

Simplifying the above equations we get [1+gxz′]x=x1
= 0

and
⌊
y′+gyz′

⌋
x=x1

= 0.
From the above two equations we get

1
gx

=
y′

gy
=

z′

−1
at x = x1.

4. Solutions of variational problems
related to shortest distance using

variational Iteration method and moving
boundaries

Example 1: Consider the variational problem to find the
shortest distance between (1,0) and the ellipse

4x2 +9y2 = 36. (4.1)

Let A be (1,0) and B(x1,y1) be a point moving on the ellipse.
The variational problem for the shortest distance of the

considered problem is

V(y(x)) =
∫ x1

1

√
1+ y′2dx. (4.2)
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Since (x1,y1) is a point moving on the ellipse we have

4x2
1 +9y2

1 = 36. (4.3)

The Euler-Lagrange’s equation of (4.2) gives

y′′(x) = 0. (4.4)

Therefore the extremals are y = c1x+ c2. As (1,0) is a
point on y = c1x+ c2 we have c2 =−c1.

Suppose c1 = a, then

y = ax−a. (4.5)

Choose y(0)(x) = a−ax. The variation iteration formula
is

y(n+1)(x) = y(n)(x)+
∫ t

0
(t− x)

d2

dt2

(
y(n)(t)

)
dt. (4.6)

Substituting n= 0 in (4.6) we obtain y(1)(x)= y(0)(x)+
∫ t

0(t−
x)
(

d2

dt2 y(0)(t)
)

dt.

Since y(0)(x) = ax−a we have d2

dt2

{
y(0)(t)

}
= 0. There-

fore, y(1)(x) = y(0)(x).
It can be shown that

y(k)(x) = y(0)(x) = ax−a(k≥ 1 is a positive integer).
(4.7)

Now we have to find the value of a and x1 to know the
shortest distance.

Since the point (x1,y1) lies on the extremals we have

y1 = ax1−a. (4.8)

From (4.3) and (4.8) we have

4x2
1 +9a2 (x1−1)2 = 36⇒ 9a2 (x1−1)2 = 36−4x2

1

⇒ 3a(x1−1)
2 =

√
9− x2

1

(4.9)

The transversality condition (3.2) for the problem consid-
ered is

y′ =− 1
gx

at x = x1. (4.10)

Since y = ax−a, we have y′ = a, substituting it and gx in the
equation (4.10) we get

a =
3
√

9− x2
1

2x1
. (4.11)

From (4.9) and (4.11) we get

x1 =
9
5
. (4.12)

From (4.9) and (4.12) we get a = 2. Hence the extremal is
y = 2x−2 and shortest distance is

∫ 9/5
1

√
1+22dx = 4√

5
.

We can observe that the exact solution is obtained at the
first iteration itself.
Example 2: Consider another variational problem to find the
shortest distance between (2,2,2) and the sphere x2 + y2 +
z2 = 1. The point (2,2,2) is exterior to the sphere.

The variational problem for the shortest distance of the
considered problem is

V(y(x),z(x)) =
∫ 2

x1

√
1+ y′+ z′2dx (4.13)

Let F(x,y,z,y,y′,z′) =
√

1+ y′2 + z′2. The Euler-Lagrange’s
equations of (4.13) are

∂F
∂y −

d
dx

∂F
∂y′ = 0⇒ d

dx
y′√

1+y′2+z′2
= 0.

∂F
∂ z −

d
dx

∂F
∂ z′ = 0⇒ d

dx
z′√

1+y′2+z′2
= 0. From the above

two equations we have y′√
1+y′2+z′2

= k and z′√
1+y′2+z′2

= l,

where k and l are arbitrary constants. These equations can
be expressed as

y′− k
√

1+ y′2 + z′2 = 0 (4.14)

z′− l
√

1+ y′2 + z′2 = 0. (4.15)

The order of the above differential equations is one. There-
fore the general Lagrange multiplier λ =−1. Hence, the vari-
ational iteration formulae for the above two equations are

y(n+1)(x) = y(n)(x)

−
∫ x

0

[(
y(n)(t)

)′
− k

√
1+
{(

y(n)(t)
)′}2

+
{(

z(n)(t)
)′}2

]
dt (4.16)

z(n+1)(x) = z(n)(x)

−
∫ x

0

[(
z(n)(t)

)′
− l

√
1+
{(

y(n)(t)
)′}2

+
{(

z(n)(t)
)′}2

]
dt (4.17)

where y(n+1)(x) and z(n+1)(x) denote the (n+ 1)th approxi-
mate solution of y(x) and z(x) respectively. Choose y(0)(x) =
ax+ b and z(0)(x) = cx+ d so that the point (2,2,2) lies on
these approximations. Therefore, we have 2 = 2a+ b and
2 = 2c + d. Hence b = 2(1− a) and d = 2(1− c). Thus
y(0)(x) = ax+2(1−a) and z(0)(x) = cx+2(1−c). Substitut-
ing n = 0 in (4.16) we get

y(1)(x) = y(0)(x)

−
∫ x

0

[(
y(0)(t)

)′
− k

√
1+
{(

y(0)(t)
)′}2

+
{(

z(0)(t)
)′}2

]
dt

= ax+(1−a)−
∫ x

0

[
a− k

√
1+{a}2 +{c}2

]
dt

= ax+(1−a)−
[
ax− k

√
1+a2 + c2x

]
y(1)(x) = 2(1−a)+ k

√
1+a2 + c2x. (4.18)

Similarly, we have

z(1)(x) = 2(1− c)+ l
√

1+a2 + c2x. (4.19)

888



Solving the problems related to shortest distance using He’s variational iteration method and theory of variational
problems with moving boundaries

— 889/889

The point (2,2,2) lies on the extremals. Therefore,
k
√

1+a2 + c2 = 2a and l
√

1+a2 + c2 = 2c. From these two
equations we get

k =
2a√

1+a2 + c2
, l =

2c√
1+a2 + c2

(4.20)

In view of the above equation it is observed that

y(1)(x) = 2(1−a)+2ax (4.21)

z(1)(x) = 2(1− c)+2cx. (4.22)

The transversality condition (3.7) gives√
1− x2− y2

−x
=

y′
√

1− x2− y2

−y
=

z′

−1
atx = x1

(4.23)

z1
−x1

= 2az1
−y1

= 2c
−1 .

From these equations we have

y1 = 2ax1. (4.24)

and

z1 = 2cx1. (4.25)

The point (x1,y1,Z1) is also a point on the extremals y(1)

and z(1), therefore,

y1 = 2(1−a)+2ax1 (4.26)

From (4.24) and the above equation we get a = 1.Similarly
we have c = 1. Thus the extremals are y = x and z = x.

The point (x1,y1,z1) lies on the sphere and also on the
extremals. Hence, x2

1+y2
1+z2

1 = 1,y1 = x1 and z1 = x1. From
these equations, we obtain x1 = 1√

3
y1 = 1√

3
and z1 = 1√

3
.

Shortest distance

=
∫ 2

x1

√
1+ y′2 + z′2dx =

∫ 2(
1√
3

)√3dx = 2
√

3−1

and it is equal to exact solution.

References
[1] Baojian Hong and Dianchen Lu , Modified fractional

variational iteration method for solving the generalized
time-space fractional Schrodinger equation, The Scientific
World Journal, (2014), PMC4170824.

[2] J.H. He, A new approach to nonlinear partial differential
equations, Communications in Nonlinear Science and
Numerical Simulation, 2(4)(1997), 230–235.

[3] Ji-Huan He and Xu-Hong Wu, Variational Iteration
Method: New development and applications, Comput-
ers and Mathematics Applications, 4(2007), 881–894.

[4] Necdet Bildik and Ali Konuralp, Two-dimensional dif-
ferential transform method, Adomian’s decomposition
method, and variational iteration method for partial dif-
ferential equations, Int. J. of Computer Mathematics,
83(2006), 973–987.

[5] E. Rama, K. Somaiah and K. Sambaiah, A study of varia-
tional iteration method for solving various types of prob-
lems, Malaya Journal of Matematik, 9(1)(2021), 701–
708.

[6] Saeid Abbasbandy, Elyas Shivanian, Applications of the
variational iteration method for system of non-linear
Volterra’s integro-differential equations, Mathematical
and Computational Applications, 14(2)(2009), 147–158.

[7] A.M. Wazwaz, A reliable algorithm for obtaining pos-
itive solutions for nonlinear boundary value problems,
Computers and Mathematics with Applications, 41(2001),
1237–1244.

?????????
ISSN(P):2319−3786

Malaya Journal of Matematik
ISSN(O):2321−5666

?????????

889

http://www.malayajournal.org

	Introduction
	Description of He’s Variational Iterative Method
	Transversality conditions
	 Solutions of variational problems related to shortest distance using variational Iteration method and moving boundaries
	References

