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1. Introduction

Till now fuzzy set (FS) theory hurriedly moving into the
medullary of mathematics due to its grandiose application in
various fields. Zadeh [18] first introduced the notion of FS to
manage uncertainty in practical situation. In 1983, Hashimoto
[4] gives the concept of fuzzy matrix (FM). After a period
of time, some limitations of FS gets revealed when the mea-
sure of non-membership arrives in different real life situations.
In these cases, individual measure of membership and non-
membership are required. Keeping this type of situation in
consideration, to removing limitations, intuitionistic fuzzy set
(IFS) was proposed by Atanassov [2]. Later on, a lot of works
on intuitionistic fuzzy matrices (IFMs) were done by different
researchers [6,7,10,12,14]. The role of similarity is widely
analyse by Cross et al. [3]. They insist the fundamental pref-
ace of ability and similarity in hypothesis and in applications

in inferential argument using concept of FS theory. Analysis
of the similarity is an elementary task when applying IFMs.

This paper is structured into the following sections: In
section 2, several basic definitions related to IFMs are pro-
vided. In section 3, the notion of several similarity measures
between IFMs are presented. In section 4, study some ground
properties of IFMs. In section 5, an application of IFMs is
given. We conclude the work in section 6.

List of Abbreviations:
FS: Fuzzy set
IFS: Intuitionistic fuzzy set
IFV: Intuitionistic fuzzy value
FM: Fuzzy matrix
IFMs: Intuitionistic fuzzy matrices
SIFM: Square intuitionistic fuzzy matrix
SM: Similarity measure
DMS: Degree of membership
DNS: Degree of non-membership .

2. Preliminaries

To eliminate the limitation of FS, including the measure
of non-membership, Atanassov introduced IFS in 1986.

Definition 2.1. [18] A FS A is defined on an universe U as
Ay ={(rua,(r)) :r€ U}, where uy, (r) € [0,1] is the DMS
of re Ay withO <y, (r) <1VreU.



Similarity measures on intuitionistic fuzzy matrices and its applications — 762/766

Definition 2.2. [2] A IFS A, is defined on an universe U
as Ao = {r,(Ua,(r),va,(r)) i r € U}, where up,(r),va,(r) €
[0, 1] are the DMS and DNS of r € Ay, respectively with 0 <
Ha, (r) +Vva,(r) <1 VreU. AlsoVr € U, Dp,(r) =1—
(M, (r) + va,(r)) represent denial degree of r € Ay. Here,
Ua, (r) and vy, (r) are independent.

Definition 2.3. Let q| and g, be two real numbers with q| €
[0,1] and g2 € [0,1] with 0 < q1+q2 < 1. Then g = (q1,42)
is called IFV.

Definition 2.4. [4] Let U = {u11,u12,...,usq} be the universe.
A FM A} of order r x q is defined as A} = [u;j, (ta(uij))],
where t,(u;;) € [0,1] is the DMS of u;j in A’ fori=1,2,...r
and j=1,2,..,q with0 <t,(u;;) <1 foralli,j.

Let us define IFM generalizing the concept of FM.

Definition 2.5. [6] Let U = {u11,u12,...,urg } be the universe.
An IFM K| of order r x q is defined as A = [uij, (ta(uij), 1 —
Ja(uij))], where t(u;j) € [0,1] and 1 — fa(ui;) € [0,1] are
respectively the DMS and DNS of u;j in Ay fori=1,2,..,r
and j=1,2,..,qwith 0 <t,(u;j) + 1 — fu(ui;) < 1foralli,j.
An IFM K is said to SIFM if the number of rows and columns
are equal.

Definition 2.6. [16] An identity IFM I of order m is the SIFM
of order m with all diagonal entries (1,0) and non-diagonal
entries (0,1).

Definition 2.7. [16] A null IFM O of order m is the SIFM of
order m with all entries (0,1). It is to be noted that (1,0)
is the greatest IFV and (0,1) is the least IFV. So, to define
identity IFM and null IFM, least IFV and greatest IFV are
needed.

Definition 2.8. Let A1 = [u;}, (ta(uij), 1 — fa(uij))] be a SIFM.
Then multiplication by a IFV g = (q1,q2) is defined as gA| =
(a1 Aa(uij), g2V (1 = faluij)))).

Definition 2.9. Let A1 = [u;, (ta(uij), 1 — fa(uij))] be a SIFM.
Also, let (a,b) be a IFV. For (t,(u;;), 1 — fa(uij)) > (a,b), it
means that t,(u;;) > a and (1 — fu(u;;)) < b. For (t,(u;j),1—
faluij)) # {(a,b), it means that two inequalities t,(u;j) > a
and (1 — f4(uij)) < b do not hold at a time.

Definition 2.10. Let A~1 = [I/lij, <ta(u,-j), 1 —fa(uij)ﬂ andIB§1 =
[uij, (tp(uij), 1 — fi(uij))] be two SIFMs of order m. Then
Ay =By iff ta(uij) = tp(uij) and 1 — fo(uij) = 1= fi(u;ij) for
ij=1,2,...m

Definition 2.11. Let A~1 = [M,'j, <ta(u,‘j), 1 7fa(uij)>} and I[gl =
[ij, (ty (uij), 1 — fo(uij))] be two SIFMs of order m. Then
Ay <By iff ta(wij) < tp(wij) and 1 — fo(uij) > 1~ fo(uij) for
ij=12,..,m

Definition 2.12. Let A} = [u;j, (ta(uij), 1 — fu(uij))] and B; =
(i, (tp(uij), 1 = fo(uij))] be two SIFMs of order m.Then Ay >
Bl lﬁcBl < A]
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Now, we present some basic operations on SIFMs.

Definition 2.13. Let Ay and B be two SIFMs of order m.
Then basic operations are as follows.

(i) Al ﬂIB%l = [(min(ty,tp),max(1 — f,, 1 ffb)>]

(ii) Ay UBy = [(max(ta, 1), min(1 — fa, 1= f}))]
(iii) Ay @By = [{ta +1p — tatp, (1 fa)(l_fb)>]
(iV)AIQBl Ktath,(l_fa) (]_fb)_(l_fa)(l_fb)>]
v) £ @B, = [(‘efte, Hlatlhy)

(vi) A1$~IBI [< Lalp, (] _fa)( f)>]

(vii) DA = [(ta, (1 —14))]

(viii) oAy = [(fa, (1 — fa))]

(ix) K #B) = (272 2 L0 )

(x) A1 = [<1 _fayta”

(xi) The residue of the matrix Ay is g = fa—ta

3. Similarity Measures (SMs) between
IFMs

In the following, we will give the concept of several SMs
between IFMs.

Definition 3.1. A mapping S : A x B; — [0,1] is said to be
SM between two IFMs K, and B, denoted by .S:(A],IBgl), if
S(A1,B)) satisfies:

()O<S(A1,IB31)<1 )

(if) S(1,By) = 1, iff £, = B;

(lll) (Al,Bl)Z gBlaAl) o

(iv) lfAl < B < Cy, then S(A Bl) > S(A,Cy)

and S(IB%l,(Cl) > S(Al,(Cl)

Definition 3.2. Ler A = [wij, (ta(uij), 1 — fa(uij))]rxq and
By = [uij, (ty(ui), 1 — f»(ui}))]rxq be two IFMs of order r x q
with the condition 0 <t,(u;;) + 1 — fu(u;j) < 1. Then the SM
ofA~1 and B, is

r 49
- o5 ZZI%I} =B 1<

SP(A,By) =
p < oo

where ¢, (i, j) = (ta(uij) +1— fa(uij)) /2 and @y (i, j) =
1— fy(uij))/2, for all ujj € U.

For 8%, note that ¢,(i, j) is the middle value of [ty (u;;), 1 —
fa(uij)]. Then we consider the fact, if middle values of every
subintervals between IFMs are same, the SM between two
IFMs is 1. Again, lj‘gg(&],]Bgl) =1, then A, and B, are
identical. Here, S (A}, B, ) satisfy the properties:

(i) 0 < SH(K;,B)) <1,
(ii) SH(A,,B,) = s"(Bl,Al)
(lll)S (Al,Bl)—llﬁcAl ~

(tp (uij) +

The SM between two [FMs A and B; can also be given
in the following form.

Definition 3.3. The SM between IFMs A, and B, is

SP(ALB)=1— W ZZ Oy (i 1) + 01, (i,1)) "5 1 <

i=1j=
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p<e
where ¢, (i,]) = M and ¢y, (i, ) =
forallu;; € U.

| (i) —fa(uij)|
2

We also proposed another types of SMs between IFMs as
follows:
Let Ay = [uij, (ta(uij), 1 — fa(uij) Y]rxq and By = [uij, (15 (uij),
1 7fb(u,'j)>}r><q be two IFMs. For A = [ta (uij), 1 —fa(u,-j)},
the median value of the membership and non-membership
values is mg(u;j) = (t4(uij) + 1 — fa(uij))/2. In that case, the
interval is divided into the subintervals denoted as [f,(u;;),
mq(uij)] and [mg(uij), 1 — fa(u;j)]. Again we also find the
median values of these subintervals are denoted by m,; and
mq> which are defined as mgy (uij) = (ta(uij) + maq(uij))/2,
ma2 (uij) = (ma(uij) — (1 — fa(uij))/2. Similarly, for an IFM
By, my(uij) = (tp (i) + 1= fip(uij)) /2, mp1 (i) = (tp(uij) +
my(uij)) /2, mpz (uij) = (mp(uij) — (1= fip(uij))/2.

Definition 3.4. Let ¢y (u;j) =
O (uij) = |maz(uij)

SP(A),By)=1-

|ma (uij) — mpi (uij)|/2 and
—mpo(u;j)|/2. Then the SM is defined as

1<

(/ZZ (Psl ul] +¢52(sz))p,
p < oo, Y

For all A~1,]B§1 € [FMs,

(l) 0 < SP(AI,Bl) <1

(ii) 87 (A1,B1) = 1 iff A1 =By, where @, #0

(lll) SS (A],Bl) SS (Bl,Al)
Definition 3.5. Let ¢ (i, j) = ¢y, (i, j) + 05, (i, /), 92(i,)) =
190, J) + Op (0, )|, la(i, j) = ((1 = fa(uij)) = ta(uij))/2 and
Ip(i,7) = (1 — fouij)) —tp(uij)) /2. The dissimilarity degree
of the length is ¢z = max(1,(i, j), 1, (i, j))

Then S~£(A~1 ,E]) =

=1 m=1
3
0<w,<1, Y op=1and1<p<eoo
m=1

For all A},]B?l €IFMs, we have

() 0< Sj(A,By) <1

(ii) S’Z(A},IB%) = 1iff A =B, assuming @, # 0

(iii) S5 (K1, B1) = S} (B, &1).

The SM SV (&,B,) contain more information on IFMs then

the definition of (1), so Sf (K1,B)) gives better results about

SM of IFMs. As a result, we can find more logical results by

SP(K1,B)) in same cases.

Definition 3.6. Let weight of u;; € U is ®;j, where @;; €

ro4q
,q and Z Z w;j=1. The
i=1j=1
SM between IFMs K, and B, can be obtained in the form

ZZ% Zwmd’mw

i=1j=

0,1, i=1,2,...,r, j=1,2,...

SH(A,B) =
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—min(ly(i, j), (i, J))-

q 3
i Z Z @ Oy (i j P where
i=1j

whereZZw,,fl Za)mfl

i=1j=
Likewise, for sh (Al,Bl) the following propositions holds.
For all K, B, € IFMs,
(i))0<ShHh(A,B)) <1
(ii) S (K1, B)) = 1 iff &1 = By, where @, # 0
(iii) Sty (A1, B1) = S6(B1, Ay).

Definition 3.7. Another definition of SM has been proposed
here based on the normalizer absolute difference between the
DMS and DNS values is

Zera wij) — tp(uif)| + | fo (i) — fuluij)|

This SM sansfy the followmg properties

()0 <S$1(A,B)) <1

(iD) $1(Ay, By) = 1 iff & =B,

(iti) S1(A1,B1) = S1 (B, Ay).

Proposition 3.8. If A, and B, be
Then SZ(A],IB%) < Sé)(&l,gl); 1<p<oo

Proof. Since, |¢4(i, j) — ¢p(i, )| < |ta(uij) — 15
+ [ fo (uij) — fa(uij)| /2
<y, (i, J') +¢fab(i J)- Then

ZZ 10a(i, ) — 06 (i, J)])”

i=1j=

two IFMs.

(uij)]/2

1
{rxq

r

(¢ta;,<l .]) + ¢fab<l ]))

I
; —
B
S- <
<
™- -lMQ
M=

o (i, j)I)"

(|¢a(l ])

gty

ISR

Il
—_

.

Il
—_

>1— 1

rxq

((Ptab( a.])+¢fab( a]))

3
13

IN
T
L\E
s
&
A\
<
A
8
l

or, S~§ (£,,B;

Proposition 3.9. If A, and B, be
Then 85 (A1,B1) > 82 (K1,B)); 1 < p <o,

two IFMs.

myy (uj)]
Ja(uij)|/8

|
Ja(uij)|/8.
+¢ fab( J)

i, )l)’

Proof. since, @51 (i, j) = |ma1 (uij) —
<3\(z‘a(ul/) tb(ul]))|/8+|fb(ul]
and @ (i, j) = [maz (uij) — myp (ui;

)=

)

< I(fa(uu)—fb(uu))l/8+3|fb( uij) —
Then ¢s1 (i, j) + ¢s2(i, j) < ¢, (i,.j)
2(

~
_

(plab l ] +¢fab(l J))

or, ST(A ) Z )1 < p < oo, O
Proposition 3.10. If A} and B, be
B

Then 87 (A, B1) > SU(A1,B); 1 < p <.
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Proof. Since,

3
Y oa0(,)) =

m=1

IN

1(r,,, (657) + 01, (i, ) + @2(9y,,, (i, J)
05, (i, 7)) + (1 — o1 — @) (9, (i, j)
+¢fab(i7j))

= 0, (i,0) + 9, (0, )

Z(Dm(f)l] pSZZ ¢fab i,j +¢fab(7]))

m=1 i=1j=

—_

r 3 r
=) f (Y onei.))" 21-) f(%( i)+ 97, (1.0)"

or, S7(K1,B1) > SV (K1,B1);1 < p < oo, O

Proposition 3.11. If Ky and B| be two IFMs. Then S¥ (K,
B)=1if Aj=B;1 < p<eo

Proof. Since, S¥ (A~1,]]§1) = 1, we have from the definition
(3.4).

may (uij) = mpy (u;;) and mao (u;;) = mpo (i)

3ta(uij) + (1= fa(uij)) = 3tp(uij) + (1 = fo(uif))

or, 3(ta(uij) — tp(uij)) +3((1 = fa(uij)) — (1 = fo(uij))) =0
or.ta(uij) —tp(uij) = 0 and (1 — fu(uij)) — (1 fb(uu)) 0
or, ta(u;j) = tp(uij) and (1 — fu(uij)) = (1 — fp(u;;)) There-
fore, A; = B;. O

4. Some properties of IFMs based on SM

Here, we study some ground properties of I[FMs through
the following propositions.

Proposition 4.1. For two IFMs A1, B of order r x q.

()0 < SP(A),By) <1

(ii) S¢ (AlaBl) = 1iff A =

(lll)S (AhBl) S (Bl,Al)

(iv) SE(A1,B1) = S0 (A1, B))

Proof. (i) Since IFMs A and B; must be satisfy the condi-

tions 0 < 14 (u;j) + (1 — fa(uij)) < 1 and 0 < tp(uij) + (1 —
fo(uij)) < 1. Then from the definition 0 < SP(A1,B) < 1.

SQ(ANI’]B%) = rl><q Z Z (Ptub i,J +¢fab(l ])) =1
1:l]:l
Conversely, if S (A,B;) =
or,
{/Zi (Jialt) ()|, 1ol 2ﬁ,(ui,->|),,;
I<p
Or’i} (|ta ul/ 5 (ul/)| |fb(ul]) 2fa(”ij)|)p
i=1j=1
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lta(uij)—tp (uij)|

or, —0and |fb(Mij);fa(uij)\ -0
or, tq(uij) = tp(uij) and fo(uij) = fip(uif)
or, A] =

Therefore §p( \,By) = 1iff A =B,.
(iii) SV (A1, B)) =
rq

‘ta uij) — (”u)‘ | fi (uij) —

2

fa(”ij)‘)ﬂ

i=1j=

) i i (|tb uij) ; ta(uij)| n |fb(“ij);fu(“"i)|)1’

i=1j=1

= [wijs (ta(uij), 1= fa(uij)))rxq and By = [uij,
uij), 1=— So(uij))]rxq and -
Let Ay = [uij, (1 — fa(uij), ta(uij))]rxq and By = [u;j,

<1—fb(uu) tp (u; )>]f><q
Then 87 (A, By)

if So Sl Moty _ g, By
- 0

e/rT

Proposition 4.2. Let A1, B| and C, be three IFMs of same
order. Then

(i) IfASl < El < C then SY’(A],(C]) < 55(1&1,1@1)
andgp(&l,(C ) < Sp(El,Cl)

(ii)S2 (A1, B NCy) < 82(A; NBy, 4, NC))

(iii) Sp( ~1, 11U C )<SP(A1 UB],A] U(Cl)

(iv) ¢ (K1,B1 +C1) < SU (A +B1, A +Cy)

(v) S(A;,B,.Cy)
(vi) SL(A,,B, @C,

(vii) S5 ( ~ﬂ]1§|,A

(viii) SV (K, B1$C;

IA C|/\£’§\/\
Q@
/_;.
®
&
}
®
e

Proof. (i) Since, A, < B, < C,, there exits

la(uu))ﬁl p(uij) < te(uij) and 1 — fo(uij) < 1— fo(uij) <1—
fc(uu

Let ¢aC(i?j) = ¢tac(i?j) + (Pfac(ivj) and ¢a/7(i7j) = ‘Pfah (l’]) +
7., (i, J)

then ¢ab(l ]) < ¢ac(la )

r q
[ 1 (06400, 09)”

—1j=1

or,

<

q

W ZZ (plac l J +¢fac(l J))
i=1j=1

or, Se(AhC]) <§p(A1, )

Similarly, we also prove that S (A, C;) < 87 (B,,C).
(ii) From definition,

SZ(A], E] ﬂ((jl)

Z): By e (1) + B, e (07))7 and

i=1j=

Se (A] ﬂBl, Al ﬂ(Cl)
= 1 e/i &/Z Z (P[aﬁbaﬁc(l -]) +¢faﬁbaﬂr(l J))

i=1j=
Let (Pu,hﬁc'( ) (Pla bAe (l .]) + ‘Pfa bNe (l .]) and ¢aﬁh anc (lv ] =

>1

=1-
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(Ptaﬂlxaﬂr (l7 J) + (Pfaﬁh,aﬁc (17 -])

(Pa,bﬂc(iaj) - (Paﬁb,aﬂc(iyj) =

%Hta - (tb/\tc')‘ - |(ta /\tb) - (ta/\tc”

+ |(1 _fa) - ((1 _fa) \/(1 _fc))|

- |((1 _fa) \ (1 _fb)) - ((1 _fa) \ (1 _fc))”

Casel: Lett, <t, <t.and 1 —f, <1—f, <1—f.. Then
¢a7bﬂc(i ]) > (Paﬂb aﬁc(i ])

or. 1 - ZZ O 02)+ 0y (1.1))"
i=1j=
1 o\
S 1_ W(/Z‘i Z:l (¢taﬁhaﬁc(l J)+¢faﬁbaﬁc(l ]))
i=1j=
or, SE(AI,I& C ) SS (A]ﬂB],A] ﬁ(Cl)
CaseIl: Lett, <t <tcand 1 —f, > 1—f, > 1—f..

Thep (PaN,bﬁcN(lv]) ? ¢uﬂé,uﬂc~(lv])~ B B
or, Sg(Al,I& ﬂ(cl) < Sé’(Al NBy, A ﬂCl).

Case III: Let ¢, > 1, > t. and l—fag -/ <1
fc Then ‘Pa hﬂc(l J) > (Paﬁbaﬂc(l J) or, Se (AhBl m(Cvl)
Se (A1 ﬂB] A] O(C])

Case IV: Let t, > t, > t. and l—faz 1—fp>1—f.
Then also ¢, bmc(l j) > Par.anc (i, j) or, SP(&1,BinC)) <
SP(A1 ﬂBl,A1 O(C1)

(iii) Proof is similar to (ii).

(iV) ¢a,b+.c (.l', ]) = ¢ta>1,+c (l>J) + ¢fa,b+c (ia .]) and ¢a+b,a+c(i7 ]) =
¢ta+h.a+c (l7 .]) + ¢fa+l),ﬂ+c (l’ -]) *

Now, ¢a,b+6(iaj) - ¢a+b,a+6(iaj) =

<

%H(ta*tb)*h'(l*tb”*|(1*ta)(tb*tc')‘

(1= fa) = (1= fi) (1= fo) | = [(1 = fa) (1= fi) = (1= fe))]-
Letz, <1, <1, and l_fa < 1_fb < l_fc-

Then (Pa b+-c (i ]) > ¢a+b a+c (i ])

or, 1 — W(/;JX: ¢’ah+c i ])+¢fab+z (l J))

S 1 W\/lz{jz, ¢’a+ba+c( ’J)+¢fa+bu+( (l ]))

or, Se (A],B1 +(C1) < Sé’(Al +BI,A1 +C1).
In this way we can prove it for other cases.
(v) Proof is similar to (iv).

(Vi) ‘Pa.b@c(iaj) = ¢tg,b@c (i’j) + ‘Pfa?b@r (ivj)

and ¢a@b7a@c(i’j) = ¢la@h.a@c (i’j) + (Pfa@b,a@c(i’j)'
Now, @y p@c(i, j) — da@baec(isj) =

21ta = ty.te)| = [ty 1| + |2(1 = fu) =

(1=fp) = (A= f) = (1 = fp) = (1= fo)ll.
Lettagtb<tcandl—fa§1—fb§l—fc.
Then (Pa b@L i J > ¢u@b a@L i J)

7
¢tab@c i -] +¢fab@z (l -]))

or, 1 —

W Z Z ¢ta@ba@c (l ]) + ¢fa@ba@z (l ]))
i=1j=

or, SV (A1, B,@C) § SP(A1@B,A;@C,). In this way we
can prove it for other cases.

<Vii) ¢aﬂb«,an(i7J.) = ¢taﬁl7‘aub (ivj) + (pfaﬁb,aub(i’j)
=%[|ta/\th_ta\/th| + I(l _fa)v(l _fh) - (1 _fa)/\

<l1l-

(1-
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Io)ll.
Ift, <tpand 1—f, <1— f}, then ¢aﬂb,aub(iaj) = %Hta_tb‘ +
|fo = fall = Pap (i, ))-

ThusS (AlﬂBl,AlLJ(Cl) (1&1,1521).

Similarly we prove for other cases.

(Viii> ¢a,b$c(ia J) = ¢ta1;,$c (i’ ]) + (bfa’b& (i’ ]) and ¢a$b,a$c(i’ ]) =
Pros ase (i) + ¢fa$b,a$c (i, J)-

Now, ¢a.b$c(i7 ]) - ¢a$b,a$c(iu J) =

Ulta = v/ el = |ty — Vil
- |(1 _fa)+\/fc_fb| - |\/fb_fa _\/fc_faH'

Lett, <t <tcand 1 —f, < 1—f;, <1— f.. Then @, 4. (i, j) >
¢a$b,a$c (i, J)

q
or, 1= b 01N Y (B, (6 ) + 07,5, (0:))”
i=1j=1
r q
S 1— e/;}xiq Z Z ¢la$ba$c i J)+¢fa$ba$c(l J))

i=1j=
or, SV (A1,B:$C)) S S(A1$B1,A8C)).
Similarly we prove it for other cases.

5. Application

In multi-criteria decision making problem, identify the
best institution from a set of institutions with the help of
ideal alternative, it will be in our own choice. Suppose three
institutions A1, A, and A3 selected by the students on the basis
of three parameters: good faculty (C)), strong library (C;) and
distance to institution (C3). Suppose when a institution fulfill
all the parameters, the ideal alternative is of the form of IFM
A* = [u,‘j,<ta(u,'j),1 —fa(u,-j)>], where ta(uij) =land 1-—
fa(uij) = 0for i, j=1,2,3. The students identify institutions
A, (i=1,2,3) based on the parameters C;, (j = 1,2,3), it
will be obtained through questionnaire in the public domain.
Suppose when a student ask about the institution A based
on the parameter C;, he/she may answer for good faculty
is 60 percent and not good is 20 percent. We expressed it
uj; = (.6,.2). Similarly obtained answers based on other
parameters. Apply same process for the other institutions.
Let, on the basis of parameters we can obtain three IFMs in
the form:

(6,.2) (5,.3) (.7,.3)
A =1[(53) (3,.6) (8,.1)
(2,.5) (4,2) (5,.5)
(4,2) (2,.5) (3,4)
L=1(5.4) (6,3) (5,3)
(2,.6) (3,.3) (3,.2)
(2,.4) (5,3) (3,2)
A3=1(8,2) (4,3) (2,.6)
(5,.1) (7,.1) (3,2)
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By using definition 3.2, the SMs between A;(i = 1,2,3) and
Arare: SH(A*, A1) =0.172, §(A*, A) =0.169, ST(A*, A3) =
0.174. The ranking order of the three institutions according
to the SM is A3 = A, = A,. Hence, A3 is the best institution.

6. Conclusion

Here, we have presented some new process to measure
the similarity between IFMs. At first we give notion of IFMs
and then introduced several SMs to calculate the similarity
between IFMs. We have highlighted some results related
to these. Finally, an application of the developed approach
through a numerical example is presented.
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