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Abstract
The yield of crops is influenced by various factors such as weather conditions, soil characteristics, irrigation
facility, solar radiation, fertilizer application, tillage, etc. Accurate prediction of crop yield is an important issue
in agriculture as un-presented changes in yield will significantly influence food supply and market prices. Data
pre-processing and selection of relevant features is an essential step while perform prediction using machine
learning algorithms. In this work, Monte Carlo simulation for random selection of data and binary cuckoo search
for relevant feature selection are used with an objective of enhancing the accuracy of prediction using multiple
linear regression technique. Experimental results are discussed.
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1. Introduction
Agriculture is one of the country’s principal economic

sectors. Use of machine learning techniques in agriculture
helps to gain effective regulation of irrigation, fertilizer, dis-
eases, elimination of insect pests in crop growing and crop
yield prediction. Modern agriculture, by itself, produces huge
amounts of data from sensors such as soil-related, crop-related,
intercultural management, crop patterns, and data related to
harvesting. In addition, there are many official databases

maintained and governed by weather departments and agri-
cultural departments where data related to weather patterns,
soil, water and crop yield can be analyzed and correlated with
each other. The yield of a crop is affected by various climatic
parameters, soil parameters, water parameters and other en-
vironmental conditions[1]. Manually extracting knowledge
from the archived data is tedious and machine learning plays
a crucial role in yield prediction[2-4]. In addition, the data
collected from different data sources needs to be preprocessed
and relevant features need to be identified for effective pre-
diction of yield. In this research work, Monte Carlo method
is used to select the data at random which enables to arrive
as single valued function between various features and yield
of the crop. Using this method, data collected from 2007
to 2016 are preprocessed and given as input for identifying
relevant features using binary cuckoo search algorithm. After
pre-processing and feature selection, the prediction is done
using multiple linear regression and experimentation results
are discussed.The paper is organized as follows. Section II
highlights the literature related to the theme of the work. Sec-
tion III describes the proposed method for prediction of crop
yield. Section IV presents the experimentation results and
discussion. Section V concludes the work.
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Figure 1. Proposed approach enhanced yield prediction

2. Related Work
There are various research works that discuss about the

importance of preprocessing. The research work[5] discusses
about different activities, namely, data cleaning, relevance
analysis, data transformation, data reduction and generaliza-
tion for the preparation data for prediction. In [6], the authors
discussed that the amount of work involved in preprocessing
accounts for 80% of the total workload and there are several
preprocessing methods which are to be used according to the
data available and problem in hand. In another research work
[7], the authors used data set collected from agricultural web
sites which is like to have standard format and thus requires
only the removal of unwanted data. Selection of relevant fea-
tures can be viewed as optimization problems. Cuckoo Search
(CS) algorithm[8] is being used for selecting optimized fea-
tures due to its large generalization capabilities. It imitates the
reproduction of the cuckoo and combining the cuckoo nest’s
behaviour with Lévy’s preference for flight.
Different categories and application of cuckoo search algo-
rithm are discussed in [9]. CS algorithm is found to outper-
form Differential Evolution algorithm with respect to con-
vergence speed and efficiency of computation[10-11]. An
extended binary version of the Cuckoo Search, namely BCS,
is being used for mapping continuous solutions produced by
CS to binary ones while performing feature selection. The
usefulness of BCS in identifying optimized features which

yields to enhanced classification accuracy is discussed in [12-
13]. Regression techniques are extensively used in prediction
of crop yield [14], [15], [16], [17], [18].

Table 1. Data set description
Variable Type
Station Code String
Station Name String
District String
Latitude String
Longitude String
Year Number
Month Number
Day Number
Hour Number

a1-a11 Absolute pressure, min. temperature,
(weather max temperature, temp dry bulb,
parameters) temp wet bulb, relative humidity,

Instant wind speed, Ave. wind speed,
wind direction, evaporation, rainfall

a12-a28 T DS,No2+No3,Ca,Mg,Na,
(Soil and water K,Cl,So4,Co3, HCo3,F,
related parameters) Ph,EC,HAR,SAR,RAC,Na%
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Table 2. Sample Record
THANJAVUR ThanjavurThanjavur 10◦46′22” 79◦08′09” 2007 1 1

08:30 1015.80 22.00 29.50 24.20 21.00 74.00 4.00 NE 0.80 10.00
0.00 391 15 44 16 81 7 124 34 1 114 0.5
7.8 700 175 2.67 0.00 48.95
THANJAVUR ThanjavurThanjavur 10◦46′22” 79◦08′09” 2008 1 1

08:30 1012.40 21.00 30.00 23.00 21.60 74.00 2.00 2.52 NE 1.00
0.00 641 10 40 58 117 11 17 67 0 323 0.1
8.0 1220 340 2.76 0.00 41.83 9.20

3. Proposed Approach

An approach is proposed to enhance the prediction ac-
curacy of crop yield by efficiently preprocessing the input
data using Monte Carlo(MC) method for random selection of
input and by selecting optimized features using binary cuckoo
search algorithm. The proposed approach is shown in Figure.
1. The site-specific agriculture crop data set collected from
Thanjavur, Tamil Nadu in India for the years from 2007 to
2016. It contains ten files with totally 7245 records. The de-
scription of the data set and sample record are given in Table
1 and Table 2 respectively.

3.1 Monte Carlo based Data Preprocessing
Monte Carlo(MC) method consists of solving a problem by
constructing a random process with required parameters to
that problem. It gives an approximate solution for the prob-
lem in hand quickly. Monto Carlo method is typically being
applied when deterministic solution may break down. Monte
Carlo method is used to simulate real time processes and phe-
nomena and the simulation helps to choose one of the many
different possible outcomes with randomness.
In the case of yield prediction, various parameters such as
temperature, pressure, humidity, wind speed, wind direction,
evaporation, water quality parameters, soil quality parameters,
etc., are being typically collected from different regions and
maintained by weather departments and agricultural depart-
ments are routine activity.

One of the important aspects regarding the data collection
is that different parameters are being collected at different ac-
quisition rate. For example, temperature, pressure, wind speed
and wind direction are being routinely collected whereas pa-
rameters such as water quality parameters and soil quality
parameters are collected at different rate say for example,
once in 3 months. So, for an attribute such as temperature,
there may be around 365 readings per year (with number of
readings taken per days is 1) whereas for an attribute such as
soil quality parameters there may be 4 values with number of
reading taken per year is 4. In addition, for each crop, yield
values are recorded once per year. In its raw form, the archived
data has the form of multiple valued function characteristics.
So, to arrive at a data study for prediction, it is required to
preprocess the data in such way that will provide a one-to-one
mapping between attributes which are relevant for yield pre-

Algorithm-1
Monte Carlo-based Data Reduction & Random
selection
Input: Dt

i, j
Output: RDi, j
1. For t = 1 to F
2. Read File t
3. For j = 1 to M
4. Find Unique Value (UV )
5. Find Frequency of UV
6. Compute Probability
7. Compute cumulative Probability
8. Determine Input ranges corresponding cumulative

probability
9. Select the Random Number (RN) with respect to

input ranges
10. Get the Record based on RN
11. End For
12. End For

Listing. 1 Monte Carlo method for data preprocessing
and random selection of inputs

diction and yield(i.e. single valued function). How the input
data is preprocessed using MC method is also illustrated in
Figure.1

Let consider the multiple data set Dt
i, j where t = 1,2, . . . ,F

(number of files), i = 1,2, . . .M (number of rows) and j =
1,2, . . .N (number of columns). The proposed method uses
two different techniques for preprocessing the data, (i) Monte
Carlo based random selection and (ii) Average based method
to reduce the data set Dt

i, j into RDi, j. Monte Carlo based
method is a probability-based data reduction and selection
method. It facilitates the random selection of inputs according
to the algorithm given in Listing. 1

The above method is illustrated with five attributes, namely,
A1, A2, A3, A4 and A5. Consider the sample data set with 5
columns and 15 records, given in Table 3. Further, the unique
values of attributes, probability and cumulative probability are
column (A1) is shown in Table 4.

From the computed values of cumulative probability, the
unique values of attributes are grouped into distinct range as
given in Table 5. The grouped cumulative probability and
unique values are shown in Table 6. After arriving the groups
and cumulative probability, a random number with the range
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Table 3. Sample Dataset
a1 a2 a3 a4 a5
1012.80 30.00 43.00 2.00 2.00
1013.50 23.00 85.00 1.00 1.00
1010.90 21.00 43.00 2.00 1.60
1012.60 24.00 81.00 2.00 1.40
1012.70 21.80 55.00 3.00 2.00
1013.30 23.00 83.00 2.00 1.60
1011.90 21.00 64.00 3.00 1.40
1013.30 23.00 76.00 2.00 0.00
1011.80 21.20 64.00 3.00 1.20
1016.50 22.40 80.00 2.00 1.00
1012.20 21.20 63.00 3.00 1.00
1015.50 23.60 90.00 2.00 0.00
1012.20 21.20 63.00 0.00 0.00
1016.10 24.80 87.00 3.00 1.00
1012.20 21.20 63.00 0.00 1.00

Table 4. Unique Values, probability and cumulative
probability for Column-1 (a1)

Unique Fre Probability Cumulative Probability
Value -que

-ncy
1012.6 1 0.06666666666666667 0.06666666666666667
1013.5 1 0.06666666666666667 0.13333333333333333
1010.9 1 0.06666666666666667 0.2
1011.8 1 0.06666666666666667 0.26666666666666666
1012.7 1 0.06666666666666667 0.3333333333333333
1011.9 1 0.06666666666666667 0.39999999999999997
1012.8 1 0.06666666666666667 0.4666666666666666
1015.5 1 0.06666666666666667 0.5333333333333333
1016.5 1 0.06666666666666667 0.6
1012.2 3 0.2 0.8
1013.3 2 0.13333333333333333 0.9333333333333333
1016.1 1 0.06666666666666667 1.0

Table 5. Range Values for cumulative probability
# Range From Range To
1 0 ≤ 0.1
2 ≥ 0.1 ≤ 0.2
3 ≥0.2 ≤ 0.3
4 ≥0.3 ≤ 0.4
5 ≥0.4 ≤ 0.5
6 ≥0.5 ≤ 0.6
7 ≥0.6 ≤ 0.7
8 ≥0.7 ≤ 0.8
9 ≥0.8 ≤ 0.9
10 ≥0.9 1

of groups is generated and the data against the generated
random number is chosen as data corresponding to that year.

3.2 Average based preprocessing
The Average defined as the mean value, which is equal to the
ratio of the sum of the number of a given set of values to the
total number of values present in the set. In this preprocessing

Table 6. Average of unique values with corresponding
average cumulative probability

Group Unique UV Average Cumulative CF Average
Value probability

1 1012.6 1012.6 0.06666666666666667 0.06666666666666667
2 1013.5 0.13333333333333333

1010.9 1012.2 0.2 0.16666666666666669
3 1011.8 1011.8 0.26666666666666666 0.26666666666666666
4 1012.7 0.3333333333333333

1011.9 1012.3 0.39999999999999997 0.36666666666666664
5 1012.8 1012.8 0.4666666666666666 0.4666666666666666
6 1015.5 0.5333333333333333

1016.5 1016.0 0.6 0.5666666666666667
7 0 0 0 0
8 1012.2 1012.2 0.8 0.8
9 0 0 0 0
10 1013.3 0.9333333333333333

1016.1 1014.7 1.0 0.9666666666666667

the conventional method of determining average is used.

3.3 Optimized feature selection
After performing MC method based preprocessing, the data is
given to binary cuckoo search algorithm for optimized feature
selection. Binary cuckoo search algorithm employs a boolean
n-dimensional lattice in which the feature set solutions are
represented using binary values, 0 and 1. It converges faster
than conventional CS algorithm. The optimized feature set
identified is given in Table 7.

Table 7. Selected features
Selected Attributes List

a 1 a2 a3 a4 a5 a6 a7
a8 a9 a10 a12 a17 a19 a21
a23 a24 a25 a28

Crop yield has been predicted using multiple regression
algorithm and the results obtained using the proposed Monte
Carlo based method of preprocessing and binary cuckoo
search based optimized feature selection are compared with
accuracy obtained using the conventional average based pre-
processing. Predicted yield using the above methods are given
in Table 9.

Table 8. Prediction result obtained using the proposed
approach and average based preprocessing

Actual Prediction using Monte Prediction using average
Data Carlo based preprocessing based preprocessing and

and optimized feature set optimized feature set
541.0 495.09349330372953 538.0046831511645
462.0 351.1366986534291 517.193660309646
645.0 644.9999999695762 581.4499945712823
540.0 559.4885687599892 278.85307870939596
551.0 510.51757443163945 538.7549283271719
782.0 894.6067369385564 1014.6842257735452
705.0 694.4392422780593 600.6873664873578
1100.0 1220.3148535584405 1128.8953948625945
1350.0 1198.4880068261928 1001.9971903398555
12.6 119.51482528038753 488.0794774679962
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Table 9. Correlation coefficient comparison
Dataset All Selected Attributes

Attributes
Proposed approach 0.16 0.94
Average based method 0.110 0.124

Figure 2. Comparison of correlation coefficient

The predicted values obtained using the above methods
are evaluated using correlation coefficient. The correlation
coefficient is compared as shown in Figure.2. It is found
that the Monte Carlo based preprocessing with optimized
feature selection outperforms the conventional average based
preprocessing with optimized feature selection.

4. Conclusion
In this research paper an approach is proposed to enhance

the prediction accuracy of crop yield prediction using multiple
linear regression technique. In this approach Monte Carlo
based method is used to pre-process the input data to transform
multi valued function mapping between various attributes and
crop yield into single valued function mapping. In addition,
binary cuckoo search method is used to identify an optimized
feature set for crop yield prediction. The proposed method
has been tested with a site specific data collected from 2007 to
2016. From experimentation, the proposed approach is found
to outperform the conventional average based preprocessing.
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