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Abstract. In this paper, we compare two discrete statistical models for the evaluation of a road safety measure. We give a
much simpler proof of the expression of the maximum likelihood estimator for the more complex model and we demonstrate
theoretical results on the measure of divergence between the two models. The results obtained on real data suggest that both
models are very competitive.
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Theoretical and empirical comparison of two discrete statistical models of crash frequencies
1. Introduction

Road accidents are very unfortunate events that often cause damage of all kinds, the heaviest of which is
the loss of lives. According to a report published in 2018 by the World Health Organization (WHO), it can
be estimated that more than 1.35 million people are killed annually by road accidents (about 2.5% of deaths
worldwide) and more than 50 million people are injured annually because of road accidents [17].

As the science of data collection, analysis and interpretation, statistics play an important role in the study
of road accidents. Over the years, a plethora of statistical models have been proposed for accident data and
several states of the art of these models have been made. Among them are the papers [7] and [8] in which the
authors present the different existing methodological approaches as well as the strengths and weaknesses of each
approach. It should be noted that statistical models very often depend on the context (available data and objective
of the study).

One of the important contributions of statistics in the field of road safety concerns the statistical evaluation of
the effect of a road safety measure (reduction or increase of the maximum speed allowed on a road, installation
of speed bumps, installation of signs, transformation of intersections into roundabouts, modification of road
markings, etc.). After a certain period of application of a certain measure, it is necessary and logical to seek to
assess its effect in order to ascertain whether or not that measure has made it possible to reduce the number of
accidents.

In this paper, we consider the case where accidents are classified by level of severity. Among the most widely
used statistical models in this context, before-after models with control site are in a good position since they
allow cause and effect interpretation [5]. These models simultaneously consider accidents by level of severity
before and after the road safety measure not only at the site that underwent the measure (often referred to as
the experimental site or treated site or treatment site) but also at another site (often called the control site or
comparison site) with the same characteristics as the treatment site but where the measure was not applied. This
avoids attributing erroneously to the measure any underlying trend due to factors other than the measure [15].

Let n be the total number of accidents at the experimental site, » € N* be the number of accident severity
levels and X = (X11,..., X1, Xo1, ..., X2,) € R?" be a discrete random vector where, forall j = 1,...,7,
Xj 1s the discrete random variable representing the number of accidents of severity level j on the experimental
site during the period 7 (¢ = 1 represents the period before the measure and ¢ = 2 represents the period after).
Modelling also requires the non-random vector z = (z1,...,2,), where forall j = 1,...,r,

number of crashes of severity level j on the control site in the “after” period

zj = . 1.1
7" number of crashes of severity level j on the control site in the “before” period (.1

The objective of this paper is to theoretically and empirically compare two very relevant statistical models
proposed respectively in [10] (referred to as Model 1 in the following) and [11] (referred to as Model 2 in the
following). These two models represent the probability distribution of the vector X by a multinomial distribution

X ~» M(n,m(0|2)), (1.2)

where
w(0|z) = (m11(0|2), ..., m1,(0|2),721(0|2), ..., 72 (0]2)) (1.3)

is a vector function of an unknown parameter vector (to be estimated) & € R"*! and z is such that, for all
i=1,2andj=1,...,r,0 < 7m;;(0|z) < 1and Z?:I =1 7ij(0]z) = 1. The notation (1.2) means that for
any realization € = (x11,..., %1y, 21, - - ., T2, ) of X such that Zle 25:1 x;; = n, the probability function
evaluated to the vector @ is

P(x) = m;i5(0]2))4. (1.4
Hz 1H —1 Tij! zl_[lgl_ll ’
D
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The difference between the two models considered in this paper lies in the definition of the function 7 (0|z) and
the theoretical and empirical comparison that we propose is an innovation because until now, in the literature, the
two models have been treated separately.

In addition to the introductory section, this paper has other sections organized as follows. Section 2 presents
the two models and the estimation of the parameter vector 6 for each of them. Section 3 presents the main
theoretical results of this paper. In this section, we give a much simpler proof of the expression of the maximum
likelihood estimator for Model 1 and we demonstrate theoretical results on the measure of divergence between
the two models. Section 4 presents the results of the comparison on real data. Some concluding remarks are
given in Section 5.

2. Models and estimation of their parameters

2.1. Presentation of the models

The details of the construction of both models can be found in [10, 11] and are not presented here. The main
question behind these models is: how to calculate the average effect of the measure on the number of accidents?
This average effect, denoted « in the rest of this paper, is a strictly positive real number defined as the ratio of the
number of accidents observed at the experimental site in the "after” period to the number of accidents that one
would have expected to observe if the measure had no effect [11]. Consideration of the different types of accident

severity introduces r positive secondary parameters 31, ..., 3, suchas Y ._, 3; = 1. In each of the models, the
vector parameter 6 takes the form 0 = («, 31, . .., ;).
In Model 1 [10], the components of the vector function 7r(6|z) are defined by:
, Bz
I R O = T i@

1+ ad o wBr 1+ adl wBr

whereas in Model 2 [11], they are defined by:
Bj B> 1 2Bk

@) (g|2) = / 2 (6]z) = : =1, 2.2
le( |Z) 1+az;:1 Zk6k7 7T2]( |Z) 1+OKE;3:1 Zkﬁk7 J ’ )T ( )

The value of the mean effect o can be interpreted by comparing it to 1 (for example, if @ = 0.8 < 1, then
1 —a = 0.2 = 20% and we can estimate the reduction in the number of accidents due to the measure at 20%).
The parameters (1, . .., 5, are the respective probabilities associated with the severity levels.

2.2. Maximum likelihood estimation of parameters

Letx = (x11,...,%1p, X21,. .., T2,) be an observation of X such that Zle Z;Zl x;; = n. Applying the
logarithm to Formula (1.4) and taking into account the definition of 7 (8|z) for each of the two models, one can
verify that the log-likelihoods associated with the two models are respectively defined by

Li(0)=C+ Z {x.j log(5;) + x2; log(a) — z.j log (1 +a Z zkﬂk) + 25 log zj} (2.3)
k=1

Jj=1 =

and

T

Ly(0) =C + Z {x.j log(8;) + x2; log(a) — z.; log (1 + Z zkﬂk) + x5 log (

k=1 k=1

zkﬂk)} 4

j=1

where
n!
(Hi—l Hj:l ;5!
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Theoretical and empirical comparison of two discrete statistical models of crash frequencies

Remark 2.1. Ler S,y = {(B1,...,5) € (RL)", > B = 1}. Forall @ € R x S,_4, the difference
between the two log-likelihoods

Ly(6) — L1(0) = ngj {1og (Z zkﬁk) —log Zj}
j=1 k=1

does not have a constant sign (see Figure 1). In the special case zy = - -+ = z,, we have L2(0) — L1(0) = 0.

Lo(8)-L4(8)

Figure 1: Example of representation of Lo(0) — L1(0) for r =2.

The respective Maximum Likelihood Estimators (MLE) 0 = (&, Bi,..., Br) and 6 = (@, Bi,..., BT) of the
unknown parameter vector 6 are obtained by maximizing L () and Lo (6).

For Model 1, it was proved that an explicit form could not be obtained for 8 [9]. An estimation algorithm
called cyclic algorithm (CA) was therefore proposed in [12]. Let 1. = Z;Zl T1j, Toe = Z;zl 22, and, for all

Jj=1,...,r, x.; = x1j + x2;. The CA is written in iterative form

b+ — T2

r (k)
T (22521 %65
1 Toj . (2.5)
/B(k+1): r X . ) ;7217""7"
’ -1 > TomaF Dz, n(l 4ot z)
"=t L+ alk+hz,

where o*t1) and 5§k+1) (j = 1,...,7) denote the respective estimates of o and §; after k + 1 iterations. This
algorithm begins with an initial vector 8(°) = (a/(?), ﬁ;o), cee ﬁo)) and stops when two successive values 8(%) =
(@®, g™ B%)) and 9F+D = (qk+D) gD gDy are such that [y (0F+D) — L1 (0%)] < e

for a sufficiently small precision e > 0. The global convergence of the (2.5) algorithm to the MLE in the
algorithmic sense (i.e. the convergence of the sequence (8*)) to the MLE @ regardless of the initial vector 8(°))
was demonstrated by [4] and the almost sure convergence (i.e. the strong convergence in the sense of random
variables) of the EMV 8 to the true unknown value 6 of the parameter was obtained by [3].

S
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For Model 2, the exact analytical expression of MLE has been obtained and its almost sure convergence has
been demonstrated [2] (see Lemma 2.2 below).

Lemma 2.2 (MLE in Model 2 [2]). Let X = (Xi1,...,X1s, Xo1,-. .ngr) be a random vector with

multinomial distribution defined by (2.2) and 0 = («, 31, ..., ). The MLE 0 = (&, B, - - ., BT) of 0 is defined
by

& = n 22:1 Xok
(Zzzl Xlk) (Zzzl 21 (X1 + X2k)) 2.6)
B = 7X1j+X2j, j=1,...,m
n
2.3. Computation of the standard errors
Standard errors are very important in Statistics. Indeed, the MLE of a and 3; (j = 1,...,r) are random

variables and therefore each has a standard deviation called standard error. These standard errors are given for
Model 1 and Model 2 respectively by the following lemmas.

Lemma 2.3 ([14]). Letz =Y., z:Bi, v =n/(1 + aZ), 7 = v2Z/(na) and

2 2
TYn?1 YnZr 0
T ce ce
n n
2 2.2,2 2.2 2.2
Yn?l NYnW1 =7, 2y _dn@ 2122 _On@ Z12r 1
n n n n
2 2 2 2 2.2
In?2  _ Ip@ 2221 NYnW2 =7, & 25 . . .
n n n : :
r= 2.7)
. . 2 .2 .
N ° _'Yna Zr—1%r .
n
2 2.2 2.2 2,2,2
In?r  _ Ap@ 2Zrzi @ ErEro1 MYnWrmHn X Z g
n n n n

be a non singular matrix of order (r + 2) x (r + 2) where for all j = 1,...,7, w; = (1 + az;)/B;. Let
W = (W, ;)i<ij<r+1 be the matrix of order (r + 1) X (r 4+ 1) composed of the first v + 1 rows and r + 1
columns of T 1. The approximate standard errors of & and Bj (7 =1,...,r)in Model I are the square roots of
the diagonal elements of W :

g1 ((3() = W171 (28)

01(33') =vWip141, Jj=1,...,1 (2.9

Lemma 2.4 ([2]). Let 22 = >!_. 2?B; and v = 1/(1 + aZ). The approximate standard error of & and the exact

i=1"1

standard error ofﬁj (7 =1,...,7)in Model 2 are

@ a?z2 a2
A - 2.10
72(@) \/n'sz * nz? n (2.10)
and
- B:(1— B;
O'Q(Bj): M, (211)
n
respectively.
Remark 2.5. In practice, the true values « and 3 (j = 1,...,r) are unknown and replaced by their respective
estimates.
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Theoretical and empirical comparison of two discrete statistical models of crash frequencies

3. Main theoretical results

3.1. A much simpler proof of the expression of the MLE in Model 1

It is proven (see [10] or [13]) that the MLE of the parameter vector of Model 1 satisfies the following system

of non-linear equations:
- Lo O‘Em 1 Zmﬁ m
> | w2 - =0
j=1 D ZmBrm
nB;(1+ az)
Lej — = p ~— =V
I+a Zm:l Zmﬁm
N’Guessan and Truffier [13] have transformed the second row of the system (3.1) into a system of r linear
equations of unknowns f1, ..., B, whose matrix depends on the parameter . They then proved that this matrix
is invertible and then inverted it analytically using the Schur complement. This enabled them to obtain the
following theorem:

Theorem 3.1 ([13]). The MLE 6 = (&, Bi,... ,BT) of 0 in Model 1 is given by:

3.1)

j=1...,r

o
1. (22;1 Zij)

]. LL'.J'
1 + &z,

In this paper, we give a simpler proof of the expression of the MLE in Model 1 that does not require the use
of Schur complement or any other technique for analytical inversion of block-defined matrices.

o =

(3.2)

=
|
Il
L
3

Proof. Since 22:1 Z.; = n, the first line of the non-linear system (3.1) is equivalent to

. na Z:nzl ZmBm .
1 + 8} Z:u:l Zmﬂm

that can be rewritten as
4 i 0
T2e — N = ~ =
L+ &> 1 ZmbBm

and then
n

1+a> ZimBm

The expression of & as a function of Bj is a simple consequence of Equation (3.3). Replacing Equation (3.3) in
the second row of the system (3.1), we get

=71 (3.3)

x]—Bj(l—Fdzj)xl.:O, i7=1...,m

hence

The condition y7_, 3; = 1 means that > j=1 (Trazy = 1. from where we have:
PN 1 Loj
L= . 34
ﬁj r Tom, 1+ (3[2’]‘ G
mzz:l 1+ azm,
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The equivalence between Equation (3.4) and the second line of (3.2) is obtained by noting that

mazm_ 1 _ Tem
_7zl+azm7 Z(xm 1+azm>
_1——me+ Zl—i—azm
n 7zl+azm

r
1 Lom

n 14 &z,
m=1

3.2. Measure of divergence between the two models

The notion of divergence makes it possible to quantify the “distance” between two probability distributions
or to quantify the difficulty of discriminating between them. Among the most widely used divergences is the
Kullback-Leibler (KL) divergence [6].

Letm e N p=(p1,.--,0m) € Sm—1.4=(q1,---,qm) € Sy—1 and

En:{y:(y17"'aym)€va y1_|_---—|—ym=”}-

Let P, and Q,, be the probability functions associated with the multinomial distributions M (n, p) and M(n, q),
respectively. That is, for any vector y = (y1 .. .,Yym) € E,, we have:

Pn( = m 1 prl and Qn( = m

i=1Yi: [Tz,

'Hq;. (3.5)
i =1

The Kullback-Leibler (KL) divergence between M (n, p) and M (n, q) is defined by

P(y)
Dxr, (M(n, p)|M(n P,( (3.6)
. P @) y%; <Qn(y))

and represents the mean information for discriminating for the distribution M (n, p) against M(n, q) when the
true distribution is supposed to be M (n, p). The KL divergence is non-negative (greater than or equal to 0) and
equals zero if and only if the two distributions are the same (p = q) but it is not symmetric [6].

We have the following result.

Theorem 3.2. Letm € N*, p = (p1,...,0m) € Sm—1and q = (q1,---,Gm) € Sm—1. The Kullback-Leibler
(KL) divergence between M(n,p) and M(n, q) is

Dt (M(n,p) [ M(n,0)) =Y pi o (p) . 3.7)

qi

Proof. We make a proof by induction. To save space, Dxi, (M(n,p)||M(n,q)) will simply be denoted
dn (pllq)-

e Letn = 1. The elements of the set

Elz{yz(yh---,ym)GNm, y1+---+ym=1}

3
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Theoretical and empirical comparison of two discrete statistical models of crash frequencies

are the m vectors e1 1 = (1,0,0,...,0), e12 = (0,1,0,...,0), ..., e1,m = (0,0,...,0,1) such that, for
alli=1,...,m, Pi(e1,;) = p; and Q1(e1 ;) = g;. Thus, according to the formula (3.6),

di(plg) = > Pi(er;)log <£11((211))) = ipi log (§> (3.8)

ey, €E;
and so, the formula (3.7) is true for n = 1.

e Let n € N*. Suppose Equation (3.7) is true for n and let us show that it is true for n + 1. From
the classical results of discrete mathematics, we know that the respective cardinals of E,, and E,, | are
cn=0Cp 1 = % and ¢, 11 = Cfnj_ln = % Note by ey, 1, ..., €n,c, and e,11,1,

. €ntl,c,,, the elements of E,, and [E, 1, respectively. It is known that the distribution M(n+1,p)
is obtained as the probability distribution of the sum of two independent random variables of respective
distributions M (n, p) and M(1, p). On the other hand, KL divergence is additive for independent random
variables [6]. So, noting P, ; the joint probability function associated with the distributions M (n, p) and
M(1,p) and @, 1 the joint probability function associated with the distributions M(n, g) and M(1, g),

we have:

Cn M €n,i, €
du1(Pl@) =YY Paaleni er;)log <Q(())>

1=1 j=1

and then, by independence,

dny1(pll@) = EZP (en.i)Pi(e1;)log <(§ n(en )P1(61,j)>

i=1 j=1 (en,l)Ql(el,j)
LS . (en )pj>

= P n,i ]1 .
ZZ (€ns) P Og(Q (€ns) 4

So, we can write

dnt1(pllq) = iZP (en,i pJ10g< )+ZH:ZP7, en.i pjlog< )

1=1 j=1 =1 j5=1

=3 {5 et (FA )5 e 57 s (2)
n n1 =1 J

1

.
Il

pj du(plla) + Z P(en,i) di(pllq)

=1

dn(pllq) + di(pllq)

I
= uMS

because Z:"Zl p; = land Y ;") P,(e,;) = 1 (the total sum of a probability function is equal to 1).
Combining Equation (3.8) and the assumption that Equation (3.7) is true for n, we obtain:

dn+1(pllg) = (n+1) Zpi log (Z) ,

i=1

which completes the proof.

e
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We have the following three corollaries.

Corollary 3.3. Let 0 = (&,51,...,5,) and 0 = (&, B, ..., B,) be the MLE of 8 in Model 1 and Model 2
respectively. The KL divergences between Model 1 and Model 2 are respectively given by:

EW: ()
(612) ; (612)
Dicw(1]2) —nz{ﬁla (612)10 g( (2><é|z>> Méy(az)log( (2’<9IZ>>}
(2)
=n T z)lo ; 6012) @ z)%o g 1)
Dx1.(2[]1) ;{ 17 (012)1 g( (é|z)>+ 2/ (6] 1g< o (é|z)>}

Proof. This is a direct application of the formula (3.7). For example to calculate DKL(IHQ) we apply the

formula 3.7) to p = (77 (0]2), ..., m\V(0]2), 7V (0]2), ..., 7§ (6]2)) and q = (r{P(0]2). ..., 7P (8]2),

wé?(0|z), cees wéz)(0|z)) where the 7r( )°s and 7r( )'s,i=1,2,j=1,...,r, are defined by Equatlons (2.1) and

2.2). ]

Corollary 3.4. Dk, (1]|2) > 0, Dkr.(2||1) > 0 with equality if and only if the z;’s are all equal i.e. z; = - - -

Zpe

Proof. The non-negativity of Dy, is given by Theorem 3.1 of the second chapter of [6]. According to the
same theorem, the KL divergence is zero if and only if the models are the same. In our context, this means that
Dk1.(1]|2) = 0 and Dk1,(2]|1) = 0 if and only if

7)(0z) =70 (0]z) and w3 (0]z) =75 (0]z), j=1,...,r

We have:
Bj Bj
T = pug—— =, ij=1..r
L+ad> g zube 1+ad 4 zb
(3.9)
afjz; _aB Yo 2B i1 .
L+ aefe 1+aY 2B T
Dividing the second line by the first, we have:
Gzj = ZkBlm j=1,...,nr
k=1
In this last equality, the second member does not depend on the index j so we deduce that z; = - - - = z,. |

Although interesting, the divergences Dkr,(1||2) and Dkr,(2]/1) do not really allow to choose the model
that fits better to the observed data. It is known that, for a vector x = (z11,...,%1,,Z21,. .., Z2,-) such that
Z?zl Z;zl x;; = n, the observed distribution is

« _ (T11 Tir T21 Tor
™ e S,

n n n n

(3.10)

so we found it more interesting to compare the observed distribution and the distributions estimated by the two
models using the KL divergence. By applying Equation (3.7)to p = 7* and ¢ = () (8|z) and ¢ = ©(?(8|z)
respectively, we have the following result.

3
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Corollary 3.5. The KL divergences from the observed distribution to the distributions estimated by the two
models are respectively given by:

" T4 X4 X9 X2,
DKL(*Ill)znZ{Jlog <J> + L log <J>} (3.11)
=n nomy@lz)) n-m5)(0]z)

- T1j X145 T, T
Dxu(][2) =n ) {J log <J> + L log <3> } : (3.12)
| n n-n?@lz)) -1y (]z)

The best model will then be the one with a smaller divergence.

4. Empirical comparison on real data

In this section, we compare the fit of the two models on real data. For each dataset, we estimate the
parameters of both models using Algorithm (2.5) and Formula (2.6) respectively. Afterwards, we calculate
the KL divergences Dkr,(*||1) and Dkr,(*]/2) and other indicators among the most used for the comparison
of two models which are the Akaike Information Criterion (AIC), the Corrected AIC (AICc) and the Bayesian
Information Criterion (BIC) respectively defined by:

AIC =2k —2log L, 4.1
AlCe — ATC 4 2FEED) “2)
n—k—1
and
BIC = —2log L + klogn, “4.3)

where k is the number of parameters of the model i.e. k¥ = r 4 1. The best model is the one with the smallest
values for all indicators.
4.1. Evaluation of an unspecified road safety measure

These data (see Table 1) are taken from [1]. Unspecified concrete measures were implemented in 2004 at
an experimental site in Accra (Ghana) to improve safety. There are three crash types: Fatal, Hospitalised and
Injured.

Table 1: Dataset 1: Before and after crashes data from an experimental site in Ghana

Before period (3 years) After period (3 years)
Fatal Hospitalised Injured Fatal Hospitalised Injured
Experimental site 8 23 23 3 6 16
Control site 33 58 69 27 36 62

Dividing for each type of accident, the number of accidents after by the number of accidents before in the
control area, one can obtain the control coefficients in Table 2.

Table 2: Control coefficients related to Dataset 1

z1 (Fatal) 2o (Hospitalised) z3 (Injured)
0.8182 0.6207 0.8986

The results of the comparison of the two models are given by Table 3.

According to the results in Table 3, Model 1 is the best because it has smaller values for AIC, AICc, BIC and
Dxy,. According to this model, we have & = 0.5946 and we can estimate at (1 — 0.5946) = 0.4054 = 40.54%
the reduction in the number of accidents after application of the measure.

e

[V =)
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Table 3: Models comparison results for Dataset 1 (Standard errors are in parentheses).

Model 1 Model 2
& 0.5946 (0.1443) 0.5895 (0.1430)
By 0.1370 (0.0386) 0.1392 (0.0390)
s 0.3923 (0.0588) 0.3671 (0.0542)
33 0.4707 (0.0560) 0.4937 (0.0562)
AIC 261.2306 263.1768
AlCc 261.7712 263.7173
BIC 270.7084 272.6546
DKL DKL(*Hl) = 0.7050 DKL(*||2) =1.6781

4.2. Evaluation of the modification of ground markings

The data (see Table 4) come from [13]. A road modification was carried out in 1999 on national road 17
(RN17) in France. It consisted of the modification of ground markings of this three-lane two-way road so that it
is impossible to overtake simultaneously in both directions. Accidents are classified into three categories: Fatal,

Serious and Minor.

Table 4: Dataset 2

Before period (4 years) After period (4 years)
Fatal Serious Minor Fatal Serious Minor
Treated site 4 4 16 1 1 7
Control site 27 64 182 14 27 102
Table 5: Control coefficients related to Dataset 2.
Z1 z9 z3
0.5190 0.4220 0.5600

The results of the comparison of the two models are given by Table 6.

Table 6: Models comparison results for Dataset 2 (Standard errors are in parentheses).

o

Bl 0.1525 (0.0632) 0.1515 (0.0624)
By 0.1605 (0.0664) 0.1515 (0.0624)
B3 0.6870 (0.0854) 0.6970 (0.0800)
AIC 100.8238 101.0209
AlCc 102.2524 102.4495

BIC 106.8098 107.0069

DKL DKL(*”l) =0.1003 DKL(*||2) = 0.1988

Model 1

Model 2

0.7054 (0.2760)

0.7037 (0.2753)

According to the results of Table 6, Model 1 is the best because it has smaller values for the AIC, AICc, BIC
and Dx1,. According to this model, we have & = 0.7054 and we can estimate at (1—0.7054) = 0.2946 = 29.46%

the reduction in the number of accidents after application of the measure.

4.3. Evaluation of the presence of display panels on roadsides

The data (see Table 7) come from [14]. The experimental site is the Turcot Interchange (Canada). The
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modification consisted of the installation of roadside billboards in July 1995. The control site consists of two
interchanges. There are three categories of accidents: Fatal or severe, Minor and Property damages only (PDO).

Table 7: Dataset 3

Before period (1 year) Period after (1 year)
Fatal or Minor PDO Fatal or Minor PDO
Severe Severe
Experimental site 4 20 133 3 29 143
Control site 2 26 154 9 37 239

The control coefficients are given by Table 8.

Table 8: Control coefficients related to Dataset 3.

21 Z2 23

4.5 1.423 1.552

The results of the comparison of the two models are given by Table 9.

Table 9: Models comparison results for Dataset 3 (Standard errors sont entre parentheses).

Model 1 Model 2
& 0.7130 (0.0786) 0.6988 (0.0775)
51 0.0106 (0.0040) 0.0211 (0.0079)
Bg 0.1549 (0.0207) 0.1476 (0.0195)
Bg 0.8345 (0.0283) 0.8313 (0.0206)
AIC 814.7443 810.7806
AICc 814.8666 810.9029
BIC 829.9649 826.0011
Dxi, Dy, (]|1) = 2.5778 Dxr.(*]|2) = 0.5959

According to the results of Table 9, Model 2 is the best because it has smaller values for AIC, AICc, BIC and
Dx,. According to this model, we have & = 0.6988 and (1 — 0.6988) = 0.3012 = 30.12% so we can estimate
that the measure led to a decrease of 30.12% in the number of accidents.

4.4. Evaluation of the increase in speed limit on Arizona’s rural interstate

Data are extracted from [16]. There are three severity levels for accidents: Fatal, Injury and property-damage-
only (PDO). The speed limit on Arizona’s rural interstate was raised to 65 mph in 1987. The treatment site (rural
interstate) represents the portions of the Arizona interstate system that had the speed limit raised to 65 mph and the
control site (urban interstate) represents the portions that have the speed limit maintained at 55 mph. In [16], the
period before covers about four years and the period after covers one year. In order to respect the basic principle
of model construction which requires the periods before and after to have approximately the same duration, we
have chosen just one year before the measure and one year after the measure. This gives the following table:

Table 10: Dataset 4 (Arizona)

Before period (1 year) After period (1 year)
PDO Injury Fatal PDO Injury Fatal
Treatment site 1669 1047 97 1969 1322 117
Control site 2105 803 13 2217 737 15
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Table 11: Control coefficients related to Dataset 4.

z1 (PDO) 2o (Injury) z3 (Fatal)
1.0532 0.9178 1.1538

The control coefficients related to Dataset 4 are given by Table 11.
The results of the comparison of the two models are given by Table 12.

Table 12: Models comparison results for Dataset 4 (Standard errors are in parentheses).

Model 1 Model 2
& 1.2087 (0.0308) 1.2054 (0.0307)
By 0.5690 (0.0069) 0.5848 (0.0062)
Bs 0.3993 (0.0068) 0.3808 (0.0062)
B3 0.0318 (0.0021) 0.0344 (0.0023)
AIC 18509.8110 18495.2896
AlCc 18509.8174 18495.2960
BIC 18536.7537 18522.2323

According to the results of Table 12, Model 2 is the best because it has smaller values for the AIC, AICc,
BIC, and Dkr,. According to this model, we have & = 1.2054 and (1 — 1.2054) = —0.2054 = —20.54% so we
can estimate that the measure has led to an increase of 20.54% in the number of accidents.

5. Conclusion

In this paper, we compared two discrete statistical models for the evaluation of a road safety measure applied
on an experimental site (treatment site) where the accidents are classified by severity in r categories. In order
to take into account the effects external to the measure and which could influence the number of accidents,
the treatment site is associated with a control site where the measure was not applied. The two models are
multinomial models coming respectively from [10] (Model 1) and [11] (Model 2).

There certainly exist results on the maximum likelihood estimator (MLE) of the parameter vector for each of
the models. But for Model 1 (considered in this work as the most complex given the form of the MLE), previous
works have used the notion of Schur complement for the exact analytical inversion of a matrix involved in the
resolution of likelihood equations. In our work, we have given a much simpler proof of the expression of the
MLE for Model 1 without using neither Schur complement nor any other technique of exact analytical inversion
of block matrices. We then obtained theoretical results on the measure of divergence between the two models.
The results obtained on real data suggest that both models are competitive and that none of them is systematically
better than the other.
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