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Approximation of solution for generalized Basset equation with finite
delay using Rothe’s approach

RAKSHA DEVI*1 AND DWIJENDRA N. PANDEY2

1,2 Department of Mathematics, Indian Institute of Technology Roorkee, Uttarakhand, India.

Received 27 August 2022; Accepted 02 November 2022

Abstract. This study focuses on the use of the Riemann-Liouville fractional (R-L) derivative to address an initial boundary
value problem for a fractional order differential equation with finite delay (FDDE). Rothe’s methodology is used to prove the
existence and uniqueness of the strong solution and classical solution to the restated abstract FDDE. Some examples based on
abstract theory and numerical solutions of FDDEs arising in fluid dynamics are presented.
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1. Introduction

Fractional differential equations are now being utilized to describe real-world issues in engineering, science,
finance, and other fields. Numerous methods based on integer order derivatives do not adequately capture the
complexity of real-world occurences[17, 18]. There are various definitions for fractional derivatives in contrast
to integer order derivatives. The R-L derivative is dealt in this analysis as it is seen in the study by Li et al. [28]
that the R-L derivative is more realistic compared to other derivatives and the Riemann derivative is quite helpful
in characterizing anomalous diffusion, Levy flights, and traps [24, 29, 30].

It is seen in the literature that differential equations with R-L fractional derivatives are difficult to study
because of initial conditions as there is a singularity at t = 0. While R-L FDEs with homogeneous initial
conditions are treated similarly to FDEs with Caputo derivatives [17]. Heymans et al. [25] and Hristova et al.
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[26] provide an excellent summary of the study of initial conditions for fractional differential equations with R-L
derivatives.

Furthermore, many real-world processes and phenomena are defined by the influence of the state variable’s
past values, which gives rise to delays in differential equations. Caini et al. [15] studied the effect of delay in Mars
to Earth communications through orbiters. Kyrychko et al.[27] studied the models for high-speed milling: which
is a very common cutting process in the industry, a moving conveyor belt loaded with two oscillating connected
masses and digital control contains handles by finite delay differential equation. There is a vast application of
delay differential equations in population dynamics [16]. This motivates us to study the existence of solutions
to FDDEs. Apart from this, to the best of our knowledge in the literature, there is no study on the strong and
classical solutions of delay differential equations with the R-L fractional derivative. This study is concerned with
the following fractional differential equation with finite delay in a Banach spaceX having uniformly convex dual
X∗


du(t)
dt +Dαu(t) +Au(t) = f(t, u(t), u(t− τ)), t ∈ (0, T ]

u(t) = ϕ(t), t ∈ [−τ, 0)
0I

1−α
t u(t)|t=0 = ϕ(0).

(1.1)

whereDα and 0I
1−α
t denote the R-L derivative and R-L integral of fractional order, α, 0 < α < 1 respectively

and ϕ ∈ C0 := C([−τ, 0];X) i.e ϕ is a continuous X− valued function on [−τ, 0]. −A generates an analytic
semigroup of contractions in X , and τ > 0 and T < ∞ are constants. Here, the considered equation (1.1)

is also known as a generalized Basset equation with finite delay. In particular, if we consider α = 1
2 and

f(t, u(t), u(t − τ)) ≡ f(t), equation (1.1) becomes Basset equation. In [11], Ashyralyev proved the well-
posedness of the Basset equation in a Banach space X .

This analysis uses Rothe’s methodology to demonstrate the existence of the unique solution of FDDE since
it may also be used to determine a numerical solution. E. Rothe proposed Rothe’s approach in 1931 to solve
a second-order scalar parabolic initial value problem [1]. In [1], a parabolic boundary value problem of second
order in two variables was converted in the system of ordinary differential equations to get approximate solutions.
Later the method of lines was used to solve various partial differential equations of higher orders. In 1956,
Ladyẑenskaja [2] applied the Rothe approach to equations higher than the second order. Then, a number of other
authors see, e.g., J. Neĉas [3], J. Kaĉur [4] applied this technique to demonstrate a few a priori estimates, based on
which questions about existence and convergence are easily resolved. Rothe’s approach was used by Bahuguna
and Raghavendra [5] to demonstrate that nonlinear Schrodinger-type problems have a strong solution.

Several authors, including Agarwal and Bahuguna [7], Bahuguna and Raghvendra [6], S. Abbas et al. [8],
Shruti [9], and Darshana et al. [10], used Rothe’s approach to demonstrate the existence of the unique strong and
weak solutions to integer order differential equations.

In 2019, motivated by Ashyralyav [11], Bahuguna and Anjali [12] proved the existence of the unique, strong
solution to the following initial value problem for an FDE{

du(t)
dt +Dα

0+u(t) +Au(t) = f(t), t ∈ (0, T ), α ∈ (0, 1)

u(0) = 0
(1.2)

in a Banach space, X whose dual X∗ is uniformly convex, and −A generates an analytic semigroup of
contractions in X . Here Dα

0+ is the R-L derivative.
Rothe’s approach was used by Chaoui et al. [14] to demonstrate the existence of the one and only solution as
well as a few regularity findings for fractional diffusion integrodifferential with the fractional integral condition.
This approach was then used by Bahuguna and Anjali [13] to prove the existence of the unique strong solution
to the abstract fractional integrodifferential equations.
The article is structured as follows; section 2 contains some fundamental definitions, notations, and
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presumptions. Section 3, outlines the Rothe’s methodology based on which some apriori estimates are proved.
The major result is stated and proven in section 4, and the application of previous section is shown in section 5.

2. Basics and Assumptions

This section contains some basic definitions, preliminary information, and assumptions that will be utilised
to demonstrate the main theorem.

Throughout the work, assume that X is a Banach space with uniformly convex dual X∗ and ∥.∥, ∥.∥X∗ are
the norms of X and X∗. Here Ct := C([−τ, t];X) for t ∈ [0, T ] is the Banach space of all continuous functions
from [−τ, t] into X endowed with the supremum norm

∥ϕ∥t := sup
−τ≤ζ≤t

∥ϕ(ζ)∥, ϕ ∈ Ct

Definition 2.1. [17] Let I = (a, b) and f(x) ∈ ACn(a, b) and n − 1 < α < n, n ∈ N0. The R-L derivative of
function f of order α is defined as

Dα
a+f(x) =

(
d

dx

)n

In−α
a+ f(x) =

1

Γ(n− α)

(
d

dx

)n ∫ x

a

(x− t)n−α−1f(t)dt

where ACn[a, b] = {f : [a, b] → R : f (n−1) ∈ AC[a, b]} and In−α
a+ is known as the R-L integral of fractional

order.

Definition 2.2. [19] ”Let ∆ = {z : φ1 < arg z < φ2, φ1 < 0 < φ2} and for z ∈ ∆, let T (z) be a bounded
linear operator. The family T (z), z ∈ ∆ is an analytic semigroup in ∆ if

1. z → T (z) is analytic in ∆.

2. T (0) = I and lim z→0
z∈∆

T (z)x = x for every x ∈ X .

3. T (z1 + z2) = T (z1)T (z2) for z1, z2 ∈ ∆.

A semigroup T (t) will be called analytic in some sector ∆ containing the nonnegative real axis.

Definition 2.3 (Chapter-3 [23]). For a given ’Gauge function’ (A continuous and strictly increasing function ϕ :
R+ → R+ such that ϕ(0) = 0 and lim

t→∞
ϕ(t) = ∞ ) the mapping Jϕ : X → 2X

∗
defined by

Jϕx := {u∗ ∈ X∗ : ⟨x, u∗⟩ = ∥x∥∥u∗∥X∗ ; ∥u∗∥X∗ = ϕ(∥x∥)}

is called the ’duality mapping’ with Gauge function ϕ. This mapping is single-valued as X∗ is uniformly convex.

Definition 2.4. [19] An operator A is ”m-accretive” if

⟨Au, J(u)⟩ ≥ 0, ∀ u ∈ D(A),

where J is the duality mapping and R(I + λA) = X for λ > 0.

Remark 2.5. 1. If −A generates C0 semigroup, then A is m-accretive [19].

2. For a linear operator A, its domain of definition is given by

D(A) :=

{
v ∈ X : lim

t→0+

T (t)v − v

t
exists

}
where T (t) is a semigroup of bounded linear operators.
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Definition 2.6. A function u is said to be strong solution of problem (1.1) if it satisfies following properties:

1. u ∈ C(I;X) and u ∈ D(A).

2. Dα exists and is continuous on I , where 0 < α < 1.

3. u satisfies given equation (1.1) a.e. on I with initial condition u(t) = ϕ(t).

The form of strong solution [19] of problem (1.1) is given by

u(t) = T (t)ϕ(0)−
∫ t

0

T (t− s)Dαu(s)ds+

∫ t

0

T (t− s)f(s, u(s), u(s− τ))ds in X

Lemma 2.7. [13] If (pn) , (qn) and (rn) are nonnegative sequences and

pn ≤ qn +
∑

0≤k<n

rkpk for n ≥ 0,

& then pn ≤ qn +
∑

0≤k<n

rkqk exp

 ∑
k<j<n

rj

 for n ≥ 0.

This is known as ’Discrete Gronwall’s’ lemma.

Lemma 2.8. [13] Let y(t) is a non-negative continuous function on (0, T ] and g(t) > 0 be continuous, increasing
function on [0, T ]. If there are positive constants A,B such that

y(t) ≤ Ag(t) +B

∫ t

0

y(s)

(t− s)α
ds, 0 ≤ t ≤ T,

then there exists a constant C such that,

y(t) ≤ Cg(t).

where 0 < α < 1 and this reult also holds if y(t) is piecewise continuous function.

Lemma (3) is given to make us understand that the initial condition in the integral sense in equation (1.1) can
also be written differently:

Lemma 2.9. [18] Let α ∈ (0, 1) and r > 0, u : [0, r] → R be a Lebesgue measurable function.

1. If ∃ a.e. a limit limt→0+

[
t1−αu(t)

]
= e ∈ R, then there also exists a limit

0I
1−α
t u(t)

∣∣
t=0

& := lim
t→0+

1

Γ(1− α)

∫ t

0

u(s)

(t− s)α
ds = eΓ(α)

& = Γ(α) lim
t→0+

[
t1−αu(t)

]
.

2. If ∃ a.e. a limit limt→0+ 0I
1−α
t u(t) = e ∈ R, and if ∃ the limit limt→0+

[
t1−αu(t)

]
, then

lim
t→0+

[
t1−αu(t)

]
=

e

Γ(α)
=

1

Γ(α)
lim

t→0+
0I

1−α
t u(t)

Now we consider the following assumptions for proving the main result:

• (B1) −A generates an analytic semigroup of contractions in X .
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• (B2) The function f defined from [0, T ]×X ×X → X satisfies a local-Lipschitz like condition

∥f(t, u1, ũ1)− f(s, u2, ũ2∥ ≤ Lf (r)[|t− s|+ ∥u1 − u2∥+ ∥ũ1 − ũ2∥],

for all ui, ũi ∈ Br(X,ϕ(0)) and Lf (r) is a non-decreasing function and, for r > 0,

Br(X,ϕ(0)) = {u ∈ X : ∥u− ϕ(0)∥ ≤ r}.

• (B3) (I +A)−1 is compact.

3. Discretization and apriori estimates

We divide the interval [0, T ] into n-subintervals of lengths hn = T
n and at each of the division points

tnj = jh, j = 1, 2, 3, ..., n in order to apply Rothe’s approach of temporal discretization.

Discretization scheme for fractional derivative Dαu(t):
At t = tnj , the L1 [20] approach is used to estimate the R-L fractional derivative:

Dαu(t
n
j ) ≈

ϕ(0)

(tnj )
α
+

1

Γ(2− α)

j∑
i=1

bj−i

(
uni − uni−1

)
hn

h1−α
n , where j = 1, 2, 3, .., n (3.1)

=
ϕ(0)

(tnj )
α
+

j∑
i=1

(
uni − uni−1

)
dj,ni , where j = 1, 2, 3.., n (3.2)

where bk = (k + 1)1−α − k1−α and dj,ni = bj−i
h−α
n

Γ(2−α) .
We discretize du

dt by forward difference scheme

du

dt
=
uni − uni−1

hn

We let that ϕ(0) ∈ D(A). For a fix r > 0, we choose r0 such that

M = ∥f(0, ϕ(0), ϕ(0))∥+ ∥Au0∥+ r0d

where d is a positive constant. We consider un0 = ϕ(0) ≥ 0 ∀, n ∈ N and now we establish a discretization of
our problem in the direction of time-axis, at t = tnj j = 1, 2, 3.., n problem (1.1) becomes

un
j −un

j−1

hn
+Aunj +Dαu

n
j = fnj ,

u(tnj ) = ϕ(tnj )

0I
1−α
tnj

u(tnj )|tnj →0 = ϕ(0) ∀j = 1, 2, .., n whenever n→ ∞
(3.3)

where, fnj = f(tnj , u
n
j , u(t

n
j − τ)).

Lemma 3.1. If conditions (B1)-(B3) hold then for n ∈ N , j = 1, 2, ..., n,

1. ∥unj − u0∥ ≤ C1 where u0 = ϕ(0).

2. ∥δunj ∥ ≤ C2.

where C1, C2 are positive constants, independent of j,h and n.
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Proof. We may establish this claim by using two methods: first, discretizing the relevant fractional integral
equation; and second, discretizing the fractional derivative in direct form. Here, the first half of the lemma
is demonstrated by discretizing the fractional derivative, and the second part of the lemma is demonstrated by
discretizing the fractional integral.

Firstly using definition of R-L derivative

Dαu(t) =
d

dt
(I1−αu(t))

where I1−α is R-L integral, then equation (3.3) becomes

1

hn
(unj − unj−1) +Aunj +

1

hn
(I1−αunj − I1−αunj−1) = fnj (3.4)

Putting j = 1 in (3.4) and subtracting Au0 from both sides of obtained equation

1

hn
(un1 − un0 ) +Aun1 −Aun0 +

1

hn
(I1−αun1 − I1−αun0 ) = fn1 −Aun0 (3.5)

Here for simplicity, we write unj = uj
By applying J(u1 − u0) on both sides and using the definition of J for gauge function ϕ(t) = t, we obtain

⟨u1−u0, J(u1−u0)⟩+hn⟨A(u1−u0), J(u1−u0)+⟨I1−α(u1−u0), J(u1−u0)⟩ = hn⟨fn1 −Au0, J(u1−u0)⟩
(3.6)

By using m-accretivity of A and the definition of duality map J

∥u1 − u0∥ ≤ hn [∥f(t1, u1, ũ1)− f(0, u0, ũ(0))∥+ ∥f(0, u0, ũ(0))∥+ ∥Au0∥]

considering u(t− τ) = ũ and using inequality ⟨I1−α(u1 − u0), (u1 − u0)⟩ ≥ 0 (see [14])

∥u1 − u0∥ ≤ hn [|t1|+ ∥u1 − ϕ(0)∥+ ∥ũ1 − ϕ(0)∥+ ∥f(0, ϕ(0), ϕ(0))∥+ ∥Au0∥] ≤ hnM ≤ C

We will prove this result by induction; for this, we assume that

∥uni − u0∥ ≤ C ∀i < j. (3.7)

Now we show that

∥unj − u0∥ ≤ C (3.8)

Subtracting Au0 from both sides of (3.4)

1

hn
(unj − unj−1) +Aunj −Au0 +

1

hn
(I1−αunj − I1−αunj−1) = fnj −Au0

1

hn
((unj − u0)− (unj−1 − u0)) +A(unj − u0) +

1

hn
(I1−αunj − I1−αunj−1) = fnj −Au0

By applying J(unj − u0) on both sides, we get

⟨uj − u0, J(uj − u0)⟩+ hn⟨A(uj − u0), J(uj − u0)⟩+ ⟨I1−α(uj − uj−1), J(uj − u0)⟩
= ⟨(uj−1 − u0), J(uj − u0)⟩+ hn⟨fj −Au0, J(uj − u0)⟩

Considering,

⟨I1−α(uj − uj−1), J(uj − u0)⟩ = ⟨I1−α(uj − uj−1 + u0 − u0), J(uj − u0)⟩ ≥ 0
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Accretivity of A and the previous condition implies that

∥uj − u0∥ ≤ ∥uj−1 − u0∥+Mhn

Now using equation (3.7) we get required result i.e. ∥uj − u0∥ ≤ C1 ∀ j = 1, 2, 3, .... Now, for proving
inequality (2), we consider the discretized form of an equation (1.3) by discretizing the R-L integral of fractional
order

1

hn
(unj − unj−1) +Aunj +

ϕ(0)

(tnj )
α
+

j∑
i=1

(
uni − uni−1

)
dj,ni = fnj (3.9)

where bk and di are defined same as previously.
For j = 1

1

hn
(un1 − un0 ) +Aun1 +

ϕ(0)

(tnj )
α
+

1

hnΓ(2− α)
(un1 − un0 )h

1−α
n = fn1

i.e.
1

hn

(
1 +

h1−α
n

Γ(2− α)

)
(un1 − un0 ) +

ϕ(0)

tα
+Aun1 = fn1 .

Due to accretivity of A and (1 +
h1−α
n

Γ(2−α) ) > 1, we have

∥δun1∥ ≤ ∥fn1 ∥ .

where δunj =
un
j −un

j−1

hn
, ∀ j = 1, 2, 3, ...

For values of j ≥ 2, subtracting the equation (3.3) j − 1 from the equation (3.3) for j

1

hn
(unj − unj−1) +Aunj −Aunj−1 +Dαu

n
j −Dαu

n
j−1 =

1

hn
(unj−1 − unj−2) + fnj − fnj−1.

Using discretized value of Dα from equation (3.1), we obtain

1
hn

(unj − unj−1) +Aunj −Aunj−1 +
h1−α
n

Γ(2−α)δu
n
j

= δunj−1 +
1

Γ(2−α)

∑j−1
i=1 bj−1−iδu

n
i h

1−α
n − 1

Γ(2−α)

∑j−1
i=1 bj−iδu

n
i h

1−α
n + fnj − fnj−1.

Hence (
1 +

h1−α
n

Γ(2−α)

)
δunj +Aunj −Aunj−1

=
(
1 + (b0 − b1)

h1−α
n

Γ(2−α)

)
δunj−1 + fnj − fnj−1 +

1
Γ(2−α)

∑j−2
i=1 (bj−1−i − bj−i) δu

n
i h

1−α
n

Since (1 +
h1−α
n

Γ(2−α) ) > 1,

δunj +Au
n
j −Aunj−1 ≤

(
1 + (b0 − b1)

h1−α
n

Γ(2− α)

)
δunj−1+f

n
j −fnj−1+

1

Γ(2− α)

j−2∑
i=1

(bj−1−i − bj−i) δu
n
i h

1−α
n

(3.10)
Taking the duality product with J(unj − unj−1) owing Accretivity of A and hypotheses (B1), (B2), (B3) and
Lemma 3(i) we have

∥∥δunj ∥∥ ≤
(
1 + (b0 − b1)

h1−α
n

Γ(2− α)

)∥∥δunj−1

∥∥+
∥∥fnj − fnj−1

∥∥+
1

Γ(2− α)

j−2∑
i=1

(bj−1−i − bj−i) ∥δuni ∥h1−α
n

(3.11)
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Using Lipschitz condition on f

∥f(tnj , unj , ũnj−1)− f(tnj−1, u
n
j−1, ũ

n
j−1∥ ≤ Lf (r)[|tnj − tnj−1|+ ∥unj − unj−1∥+ ∥ũnj − ũnj−1∥],

∥f(tnj , unj , ũnj−1)− f(tnj−1, u
n
j−1, ũ

n
j−1∥ ≤ C

[
hn + 3hnδu

n
j

]
Now equation (3.10) becomes,

∥δunj ∥ ≤
(
1 + (b0 − b1)

h1−α
n

Γ(2− α)

)
∥δunj−1∥+C

[
hn + 3hnδu

n
j

]
+

1

Γ(2− α)

j−2∑
i=1

(bj−1−i − bj−i) ∥δuni ∥h1−α
n

(3.12)
Rearranging equation (3.11)

∥δunj ∥ ≤ D1

(
1 + (b0 − b1)

h1−α
n

Γ(2− α)

)
∥δunj−1∥+D2hn +

D3

Γ(2− α)

j−2∑
i=1

(bj−1−i − bj−i) ∥δuni ∥h1−α
n

where D1, D2, D3 are positive constants depending on C and hn.
Now using Discrete Gronwall’s inequality, we will get

∥δunj ∥ ≤ C2.

■

Lemma 3.2. If conditions (B1)-(B3) hold then for n ∈ N , j = 1, 2, .., n,

∥Dαunj ∥ ≤ C3, ∥Aunj ∥ ≤ C4

where C3, C4 are positive constants, independent of j,h and n.

Proof. Since

Dαu
n
j =

ϕ(0)

tα
+

1

Γ(2− α)

j∑
i=1

bj−iδu
n
i h

1−α
n

Using Lemma1(ii) and

bj−i = (j − i+ 1)1−α − (j − i)1−α = (j − i)1−α

[(
1 +

1

(j − i)

)1−α

− 1

]
Using binomial expansion

bj−i = (j − i)1−α

(
1− α

j − i
− α(1− α)

2!(j − i)2
+
α(1− α)(1 + α)

3!(j − i)3
+ ......

)
since 0 < α < 1, so

bj−i =
1− α

(j − i)α
− α(1− α)

2!(j − i)1+α
+
α(1− α)(1 + α)

3!(j − i)2+α
+ ......

using the fact that 0 < α < 1 so 1
(j−i)n < 1

(j−i)α for each n ∈ N and here i < j.
We select dα as the maximum of all the numerators in the previous expression of bj−i.

bj−i ≤ dα

(
1

jα
+

1

(j − 1)α
+

1

(j − 2)α
+ · · ·

)

32



Generalized Basset equation with finite delay

Now, we can express bj−i by the following inequality

bj−i ≤ dα

j∑
i=1

1

(j − i+ 1)α

Hence Dαu
n
j becomes

∥Dαu
n
j ∥ ≤ dαC2

j∑
i=1

hn
[(j − i+ 1)hn]

α

Now proceeding similarly as [Lemma 7 [13]], we will get required result ∥Dαu
n
j ∥ ≤ C3.

Now using triangle inequality,

∥Aunj ∥ ≤ ∥fnj ∥+ ∥Dαu
n
j ∥+ ∥δunj ∥

∥Aunj ∥ ≤ ∥fnj − fn0 ∥+ ∥fn0 ∥+ ∥Dαu
n
j ∥+ ∥δunj ∥

Using lemma(3.1), and the first part of the Lemma and local-Lipschitz condition on f , we get the required result

∥Aunj ∥ ≤ C4.

■

We next define a sequence of step functions. Xn : [−hn, T ] → D(A) by

Xn(t) =

{
ϕ(0), t ∈ [−hn, 0],
unj , t ∈

[
tnj−1, t

n
j

]
.

Further we introduce sequence Un of polygonal functions from [−τ, T ] → D(A), given by

Un(t) =

{
ϕ(t), t ∈ [−τ, 0],
unj−1 +

t−tnj−1

hn

(
unj − unj−1

)
, t ∈

(
tnj−1, t

n
j

]
.

Remark 3.3. From Lemma (3.1), we observe that the function Un(t) are Lipschitz continuous on [−τ, T ] with
a uniform Lipschitz constant. The sequence Un(t) − Xn(t) → 0 in X as n → ∞ on (0, T ]. Furthermore
the sequences Xn(t) and Un(t) are uniformly bounded in X . By definition of Xn(t), the boundedness of this
sequence is clear using lemma(3.1).

To prove boundedness of Rothe’s sequence Un(t) in X .
Since,

0 ≤
t− tnj−1

hn
≤ 1 in [tnj − tnj−1],

in order that by definition of Un(t), for an arbitrary t ∈ [tnj , t
n
j−1],

∥Un(t)∥ =
∥∥∥unj−1

(
1−

t− tnj−1

hn

)
+ unj

t− tnj−1

hn

∥∥∥
≤

∥∥∥unj−1

(
1−

t− tnj−1

hn

)∥∥∥+
∥∥∥unj t− tnj−1

hn

∥∥∥
≤

(
1−

t− tnj−1

hn

)
C1 +

t− tnj−1

hn
C1 ≤ C1.

Now, we define a sequence of step functions D̃αU
n : [0, T ] → X by

D̃αU
n(t) =

{
0, t = 0,

ϕ(0)
tα +

∑j
i=1 aj−i

un
i −un

i−1

hn

h1−α
n

Γ(2−α) , t ∈
(
tnj−1, t

n
j

]
.
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Lemma 3.4. ∥D̃αU
n(t)−DαU

n(t)∥ → 0 as n→ ∞ uniformly on (0, T ).

Proof. See the proof of Lemma 8 in [13] and the calculation for DαU
n(t) in [12]. ■

Lemma 3.5. There exists a subsequence {Unk} of {Un} and a function u : [0, T ] → D(A) such that Unk → u

in C([0, T ], X) and AXnk(t)⇀ Au(t) uniformly in X as n→ ∞. Furthermore, Au(t) is weakly continuous.

Proof. [21] For proving this define Y n = (I +A)Xn. {Y n(t)} is uniformly bounded by using Remark 1.
Since Xn = (I + A)−1Y n, assumption (B2) implies that a subsequence {Xnk(t)} of {Xn(t)} converges
strongly in X (using compact criterion). Let u(t) be the limit of Xnk(t). Um(t) → u(t) as n → ∞ by using
Remark 1.The sequence Unk ∈ C(I,X) is equicontinuous and for t ∈ I , {Unk(t)} is relatively compact in X .
Therefore, the Ascoli-Arzela theorem implies that Unk → u in C(I,X) i.e. Un(t) converges to u(t) uniformly
on every compact subinterval. Since each Unk is Lipschitz continuous with uniform Lipschitz constant M0, so

∥u(t1)− u(t2)∥ = limn→∞∥Un(t1)− Un(t2)∥ ≤M0|t1 − t2|

and
∥u(t)∥ = limn→∞∥Un(t)∥ ≤ C, u ∈ C([0, T ], X).

u is Lipschitz continuous.
We use Lemma 4 the uniform boundedness of {AXn}. For each t ∈ I , Xnk → u(t) as n → ∞, uniformly on
I . Since X∗ is uniformly convex, using Lemma (2.5) from [22] we can say that u(t) ∈ D(A) for t ∈ I and
AXnk ⇀ Au(t) uniformly on I as n → ∞. To prove the weak continuity of Au(t), let tk ∈ I be such that
tk → t as tk → t as k → ∞. As u is Lipschitz continuous so u(tk) → u(t) as k → ∞. Since {Au(tk)} is
uniformly bounded so Au(tk)⇀ Au(t) as k → ∞ ([22], using Lemma (2.5)). ■

Lemma 3.6. There exists a subsequence {Unk} of {Un} such that d−Unk

dt ⇀ du
dt and DαU

nk ⇀ Dαu in
L2([0, T ], X), as n→ ∞.

Proof. The proof of this Lemma is based on Lemma (10) from [13].
Since DαU

n(t) is uniformly bounded in L2([0, T ], X). Every bounded sequence in L2 has a weakly convergent
subsequence so there exist a subsequence DαU

nk(t) and a function ζ ∈ L2([0, T ], X) such that

DαU
nk(t)⇀ ζ ∈ L2([0, T ], X).

Define Y n : [0, T ] → X by

Y n(t) = I1−αUn(t) =
1

Γ(1− α)

∫ t

0

Un(s)

(t− s)α
ds

For t ∈ (0, tn1 )

Using Rothe’s sequence Un(t) = un0 +
(t−tn0 )
hn

(un1 − un0 ) = ϕ(0) + t
hn

(un1 − ϕ(0))

As ϕ is continuous function on closed interval [−τ, 0] so |ϕ(0)| ≤ a, where a is positive constant. Hence

Y n(t) =
1

Γ(1− α)

∫ t

0

ϕ(0) +
s(un

1 −ϕ(0))
hn

(t− s)α
ds

=
ϕ(0)

Γ(1− α)

∫ t

0

1

(t− s)α
ds+

(un1 − ϕ(0))

hnΓ(1− α)

∫ t

0

s

(t− s)α
ds

=
−t1−α

Γ(2− α)
ϕ(0) +

t2−α

hn

(δun1 − ϕ(0))

Γ(3− α)
(3.13)
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Since δun1 , ϕ(0) are bounded and Y n(0+) = 0 for every n.
For x∗ ∈ X∗, we can see

⟨Y nk(t), x∗⟩ =
∫ t

0

⟨DαU
nk(s), x∗⟩ds.

Since Unk → u ∈ C([0, T ], X), Y nk(t) → 1
Γ(1−α)

∫ t

0
u(s)

(t−s)α ds as k → ∞. Thus passing the limit k → ∞, we
get 〈

1

Γ(1− α)

∫ t

0

u(s)

(t− s)α
ds, x∗

〉
=

∫ t

0

⟨ζ(s), x∗⟩ds

Hence

ζ(t) =
1

Γ(1− α)

d

dt

∫ t

0

u(s)

(t− s)α
ds.

Similarly, we can show d−Unk

dt ⇀ du
dt in L2([0, T ], X). ■

Remark 3.7.
D̃αU

n ⇀ Dαu ∈ L2([0, T ], X), as n→ ∞.

Lemma 3.8. Au(t) is Bochner integrable on [0, T ].

Proof. The proof of Bochner’s integrability of Au(t) is based on the Lemma 4.6 in [22]. ■

Remark 3.9. Equation (1.3) can be written as

d−Un(t)

dt
+AXn(t) + D̃αU

n(t) = fn(t), t ∈ [0, T ] (3.14)

4. Main Results

Before proving the main theorem, let us recall well-known results from real analysis, which can be found in any
standard analysis book.

Remark 4.1. Lebesgue bounded convergence theorem: Let gn be a sequence of measurable functions on a set
of finite measure ω. Suppose gn is uniformly pointwise bounded on ω, that is , there is a number m ≥ 0 for which
|gn| ≤ m for all n. If gn → g pointwise on ω, then lim

n→∞

∫
ω
gn =

∫
ω
g.

Theorem 4.2. Let −A generates an analytic semigroup of contractions in X such that (B1)− (B3) hold. Then
the fractional differential equation with finite delay (1.1) has a unique strong and classical solution.

Proof. Existence of strong solution- Integrating equation (3.14) from 0 to t, we obtain

Un(t)− ϕ(0) +

∫ t

0

AXn(s)ds+

∫ t

0

D̃αU
n(s)ds =

∫ t

0

fn(s)ds in X

For each ψ ∈ X∗, we get

⟨Un(t), ψ⟩ − ⟨ϕ(0), ψ⟩+
∫ t

0

⟨AXn(s), ψ⟩ds+
∫ t

0

⟨D̃αU
n(s), ψ⟩ds =

∫ t

0

⟨fn(s), ψ⟩ds in X∗

Rewriting the above equation for the subsequence nk of n, we have

⟨Unk(t), ψ⟩ − ⟨ϕ(0), ψ⟩+
∫ t

0

⟨AXnk(s), ψ⟩ds+
∫ t

0

⟨D̃αU
nk(s), ψ⟩ds =

∫ t

0

⟨fnk(s), ψ⟩ds
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Owing to Lebesgue bounded convergence theorem, apriori estimates and remarks, as k → ∞

⟨u(t), ψ⟩ − ⟨ϕ(0), ψ⟩+
∫ t

0

⟨Au(s), ψ⟩ds+
∫ t

0

⟨Dαu(s), ψ⟩ds =
∫ t

0

⟨f(s, u(s), u(s− τ)), ψ⟩ds (4.1)

Using
∫ t

0
⟨Dαu(s), ψ⟩ds = ⟨I1−α

0+ u(t), ψ⟩ in equation (4.1), we obtain

⟨u(t) + I1−α
0+ u(t), ψ⟩ − ⟨ϕ(0), ψ⟩ = −

∫ t

0

⟨Au(s), ψ⟩ds+
∫ t

0

⟨f(s, u(s), u(s− τ)), ψ⟩ds

The continuous differentiability of ⟨u(t) + I1−α
0+ u(t), ψ⟩ is provided by the continuity of the integrands on the

RHS. Now, owing to Bochner integrability ofAu(t), the strong derivative of u(t)+I1−α
0+ u(t) exists a.e. on [0, T ],

implies that
du(t)

dt
+Dαu(t) +Au(t) = f(t, u(t), u(t− τ)), for a.e. t ∈ (0, T ]

Clearly, u is Lipschitz continuous on [0, T ] and u(t) ∈ D(A) for t ∈ [0, T ].
Uniqueness of strong solution- If there are two strong solutions, u1 and u2, they will both satisfy the differential
equation (1.1), then

dy(t)
dt +Dαy(t) +Ay(t) = f(t, u1(t), u1(t− τ))− f(t, u2(t), u2(t− τ)) t > 0

y(t) = 0, t ∈ [−τ, 0)
0tI

1−αy(t)|t=0 = 0;

(4.2)

where y(t) = u1(t)− u2(t) and assume H(t) = f(t, u1(t), u1(t− τ))− f(t, u2(t), u2(t− τ))

Now equation (4.2) becomes
dy(t)

dt
+Dαy(t) +Ay(t) = H(t)

S(t) is the semigroup generated by −A. Then

y(t) = −
∫ t

0

S(t− s)Dαy(s)ds+

∫ t

0

S(t− s)H(s)ds (4.3)

Since y(t) is differentiable almost everywhere and −A generates an analytic semigroup, differentiating equation
(4.3), we get

y′(t) = −Dαy(t) +H(t) +

∫ t

0

AS(t− s)Dαy(s)ds−
∫ t

0

AS(t− s)H(s)ds (4.4)

For homogeneous initial condition, [17], Caputo fractional derivative and R-L derivative becomes the same.
Hence for 0 < α < 1

Dαy(t) =
1

Γ(1− α)

d

dt

∫ t

0

y(s)

(t− s)α
ds =

1

Γ(1− α)

∫ t

0

y′(s)

(t− s)α
ds (4.5)

Using (4.4) in (4.5), we obtain
Dαy(t) =

1
Γ(1−α)

∫ t

0
(−Dαy(s)+H(s))

(t−s)α ds

+ 1
Γ(1−α)

∫ t

0

∫ t

s
1

(t−r)αAS(r − s)drDαy(s)ds

− 1
Γ(1−α)

∫ t

0

∫ t

s
1

(t−r)αAS(r − s)drH(s)ds.

(4.6)
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We can easily show the following estimate, using properties of analytic semigroup [Chapter-2 [19]] and using
estimate derived in [11]. ∥∥∥∥ 1

Γ(1− α)

∫ t

r

1

(t− r)α
AS(r − s)dr

∥∥∥∥ ≤ C

(t− r)α
(4.7)

where C is a positive constant. Hence equation (4.6) can be written as

∥Dαy(t)∥ ≤ C

∫ t

0

∥Dαy(s)∥
(t− s)α

ds+ C

∫ t

0

∥H(s)∥
(t− s)α

ds

Now we find the estimate of ∥H(t)∥ using hypothesis (B2)

∥H(t)∥ =∥f(t, u1(t), u1(t− τ))− f(t, u2(t), u2(t− τ))∥ (4.8)

≤Lf [∥u1(t)− u2(t)∥+ ∥ũ1(t)− ũ2(t)∥] = Lf [∥y(t)∥+ ∥ỹ(t)∥] (4.9)

For second term in R.H.S, when −τ ≤ t − τ ≤ 0, then y(t − τ) = 0 using condition (4.2) and when
0 ≤ t− τ ≤ T − τ ≤ T then we can write ∥y(t− τ)∥ ≤ ∥y(t)∥t
Hence, equation(4.9) can be written as

∥H(t)∥ ≤ gf∥y∥t (4.10)

where gf is dependent on Lf and ∥y(s)∥t = sup0≤s≤t∥y(s)∥
Now following similarly as in [13], we get

∥y∥2t ≤ 2C

∫ t

0

∥y(s)∥2sds

using Grownwall’s inequality, we have
∥y(t)∥t = 0 t ∈ [0, T ]

This implies y(t) = u1(t)− u2(t) = 0. This proves the uniqueness of strong solution.

Existence, uniqueness of classical solution:
The function f̄(t) = f(t, u(t), u(t − τ)) is local-Lipschitz continuous and X is reflexive Banach space so f̄(t)
is differentiable a.e. and f̄ ′ is in L1((0, T ), X) by using Generalized Rademacher’s theorem in reflexive Banach
space.
Given that −A is an analytical semigroup in X , the corollary 3.3 in [19] states that the existence of the unique
strong solution u entails the existence of the unique classical solution to (1.1). ■

5. Application

The conclusion established in the previous section is applied in this section, and the Rothe’s temporal
discretization is used to determine a numerical solution.

Example 5.1. Consider the following fractional differential equation with finite delay in X = L2(Ω), where Ω

is a bounded domain in Rn with smooth boundary

∂u(t, x)

∂t
+
∂αu(t, x)

∂tα
+A(x,D)u(t, x) = F (t, x, u(t, x), u(t− τ, x)) t ∈ (0, T ] (5.1)
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with conditions

u(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ] (5.2)

I1−αu(0)|t=0 = ϕ(x), in Ω (5.3)

u(t, x) = ϕ(t, x), t ∈ [−τ, 0) x ∈ Ω (5.4)

where 0 < α < 1 and ∂α

∂tα is R-L derivative of order α and x ∈ Ω.
ϕ ∈ C0 := C([−τ, 0];X), so there are many choices for ϕ(t, x). Here we consider
ϕ(t, x) = exp(x)t2+α,0 < α < 1,x ∈ Ω and t ∈ [−τ, 0], where τ > 0. It is easy to check that ϕ(t, x) is a
continuous function.

Let A(x,D)u =
∑

|β|≤2m aβ(x)D
βu be a strongly elliptic operator in Ω. The coefficients aβ(x) of A(x,D) are

assumed to be smooth enough. Let A = A(x,D) be a strongly elliptic operator of order 2m on a bounded
domain Ω in Rn.
Set D(A2) = W 2m,2(Ω) ∩Wm,2

0 (Ω) and A2(u) = A(x,D)u for u ∈ D(A2). By using theorem [[19],
Chapter 7], we say that the operator −A2 generates an analytic semigroup of contractions on X = L2(Ω) and
then by using theorem (I +A2)

−1 is a compact operator.
Let F (t, x, u(t, x), u(t − τ, x)) = f(t, x) + g(u(t, x), u(t − τ, x)), we assume that f and g satisfy
local-Lipschitz like condition such that

∥f(t1, x1)− f(t2, x2)∥ ≤ q[|t1 − t2|+ |x1 − x2|]

∥g(u(t1), ũ(t1))− g(u(t2), ũ(t2))∥ ≤ Lg(r)[∥u(t1)− u(t2)∥+ ∥ũ(t1)− ũ(t2)∥]

where ũ = u(t− τ), q is a positive constant and Lg(r) is a non-decreasing function.
In particular, we may consider:

1. f(t, x) = exp(−t)
√
(t) + x satisfies Lipschitz condition for t ∈ (0, T ] and x ∈ X .

2. g(u(t), ũ(t)) = sin(u(t)) (ũ(t)) + sin(ũ(t))) and clearly, g satisfies local-Lipschitz like condition for
Lg(r) = 2(r + a), r > 0 and |ϕ(0)| ≤ a as u(t), ũ(t) ∈ Br(X,ϕ(0)) , which is defined in section 2.

Now, we can rewrite equations (5.1)− (5.4) as

du(t)

dt
+Dαu(t) +A2u(t) = F (t, u(t), u(t− τ)) t ∈ (0, T ] (5.5)

with conditions {
u(t) = ϕ(t), t ∈ [−τ, 0)
0tI

1−αu(t)|t=0 = ϕ(0)
(5.6)

The analysis met all of theorem 4.2’s assumptions, hence the existence of the unique strong and classical solutions
to (5.5)− (5.6) implies the existence of the unique strong and classical solutions to (5.1)− (5.4).

Numerical Example: If we know the existence of a solution for FDDEs then we can go for the numerical solution
of FDDEs.

Example 5.2. Using Rothe’s methodology, we find out numerical solution of following FDDE.

∂

∂t
u(t, x) +

∂α

∂tα
u(t, x)− ∂2

∂x2
u(t, x) = −u(x, t− s) + h(x, t) t ∈ (0, T ] x ∈ [0, 2] (5.7)
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with conditions {
u(x, t) = ϕ(x, t), t ∈ [−s, 0], x ∈ [0, 2]

u(0, t) = u(2, t) = 0 t ∈ [0, 1]
(5.8)

assume ϕ(x, t) = t2(2x − x2) = u(x, t) for this exact solution
h(x, t) = Γ(3)

Γ(3−α) (2x− x2)t2−α + 2t(t+ 2x− x2) + x(2− x)(t− s)2.
As we have checked the existence of the unique classical solution for the previous example similarly we can do
this here by converting the differential equation into abstract form.
Let X = L2([0, 2],R) and the operator A defined on X by Au = −u′′ with domain

D(A) = {u ∈ L2([0, 2]);u′, u′′ ∈ L2[0, 2], u(0) = u(2) = 0}

It is well known that A generates an analytic semigroup on L2[0, 2] and it satisfies all the assumptions of the
theorem (4.2). So there exist classical solution for considered example by using theorem(4.2).
Since the classical solution for a given fractional differential equation is not always known, in this case we apply
Rothe’s approach to get the numerical solution for a given FDDEs.
To solve numerically for the delay s=0.5 and order of the fractional derivative alpha=0.2, we follow a few steps.

• The article uses a time-stepping strategy to solve the delay problem (5.7)− (5.8).

• The relevant difference quotients from the theory are used to replace the time derivatives.

• Now, at t = tn, build a discretization of our problem (5.7) along the time axis.

• We get a set of differential equations in the variable x.

• There are other additional ways [31–34] to solve the system of ordinary differential equations, however
this article uses further discretization in space variables.

Figures 1 and 2 are solution surfaces for numerical and analytic solutions and figure 3 shows the parabolic
behavior of the solution for different values of the time. If we increase the time steps, we get a numerical
solution approaching the classical solution.

Figure 1: Numerical Solution surface for dx=dt=1/10

Figure 2: Analytic Solution surface for dx=dt=1/10

39



Raksha Devi and Dwijendra N. Pandey

Figure 3: Numerical solution view for different values of time

6. Conclusion

In this study, we present some theoretical conclusions and numerical solution concerning the existence of
the unique classical solution to the initial boundary value problem of fractional order differential equations with
finite delay. The considered problem is a generalisation of the Basset problem with a finite delay, which occurs in
fluid dynamics when an unstable particle accelerates in a viscous fluid due to the force of gravity. To demonstrate
the existence of the unique considered problem, we calculated certain apriori results using semigroup theory and
some hypotheses on the source function.
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