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Abstract. Qualitative results for abstract problems are very important in understanding mathematical analysis on which any
application is possible. The focus of this paper is twofold: first, we investigate the existence and uniqueness of mild solutions
to a generalized Cauchy problem for the nonlinear differential equation with non-local conditions in a Banach space X. This
is achievable using some fixed point theorems in infinite dimensional spaces. Secondly, we study the stability results of the
system in the sense of Ulam-Hyers-Rassias. Our results improve and generalize most recent related results in the literature.
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1. Introduction

During the last three decades, Fractional Calculus has become a significant research topic in mathematics
on account of its wide range of applications in solving real world problems. These applications are found in
different fields of studies including science, finance, mathematical biology, engineering and social sciences.
Nonlocality nature of fractional order derivatives has become great tool for modeling complex phenomena for
which the structures have inherent non-local properties. Examples of the applications are seen specifically
in anomalous transport, and anomalous diffusion, biological modeling including pattern formation and cancer
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treatment, financial modeling including chaos and long memory, dynamical system control theory, random walk,
viscoelasticity, and nanotechnology, see [5, 6, 8-10, 19, 21, 22]. Despite many advantages of using fractional
order derivatives in modeling, rigorous theoretical results on existence and uniqueness of solutions including
stability are needed to drive any meaningful analysis on the subject. This is our profound concern here.

In 2018, da C. Sousa and Olivera [11] presented for the first time, the concept of x-Hilfer fractional
derivative. This has influenced several papers recently. Our work here is based on the so-called x-Hilfer
fractional operator. The new definition is a generalization of several well-known and well-studied fractional
derivatives in the literature. However, several theoretical results are lacking. Our focus in this paper is to provide
some important and useful results needed to advance research on generalized fractional calculus. The main
motivation of this work is based on the work done by N’Guérékata in 2009 [12], in which he proved the
existence and uniqueness of mild solutions to the fractional differential equation involving nonlocal conditions:

D%u(t) = f(t,u(t)), tel:=][0,T]

u(0) + g(u) = uo.

Here D“ represents the Caputo fractional derivative of order 0 < o < 1, f : I x X — FE'is a given function with
some sufficient conditions to be specified below. Furthermore, X is a (complex) Banach space with norm || - ||,
and I := [0,T],T > 0. The nonlocal condition is defined as

g(u) = Z ciu(t;)

where ¢;, ¢ = 1,2, ...,n are some given constants and 0 < ¢; < t5 < ... < t,, < T a partition of I. Let’s recall
that the concept of ’nonlocal conditions” were first introduced by K. Deng in his pioneer paper [7]. In his work,
he demonstrated that using the nonlocal condition u(0) 4+ g(u) = wg to describe for example the diffusion
phenomenon of a small amount of gas in a transparent tube can provide a more efficient insight than if one
consider the classical Cauchy problem u(0) = uy. We observe also that since Deng’s paper, such problems have
attracted numerous researchers: see [4, 6, 17] and many references therein.

Recently, F. Norouzi and G. M. N’Guérékata [24] studied some existence and uniqueness results of mild
solutions to the x- Hilfer semilinear neutral fractional differential equations in a general Banach space X
involving an infinite delay

[w(t) — h(t,u)] = Bu(t) + g(t,u(t),us), t € [0,T), T >0
(1.1)
u(t) = ¥(t), t € (—00,0]

using some classical fixed point theorems. The history function ¢ (¢) taking values in an abstract space, and the
linear operator B generates a semigroup of linear operators (S(t);>¢ which are uniformly bounded on X .

The present work is motivated by the papers mentioned above. Basically we will focus on the qualitative
results (existence and stability) of mild solutions to the nonlinear abstract Cauchy problem involving nonlocal
condition

{Hpgﬂ”u(t) = f(t,u(t), tel (1.2)

Iy 7 u(0) = uo — g(u),

Here ¥ D*5:* represents the x-Hilfer operator, I'~73* is the left sided x—Riemann-Liouville fractional integral
operator, « and 3 are the order and the type of the derivative respectively, and ¢ = o + 8 (1 — «) . The results
are new even in the case of a finite dimensional space as mentioned below.
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2. Preliminaries

Useful results involving fractional operators and their definitions are presented in this Section. We denote
by C := C([a,b], ) the usual Banach space of all continuous functions from [a,b] to E a (complex) Banach
space equipped with the topology of the uniform convergence induced by the norm ||z{|c. = sup;c(q ) [|2(2)|
Furthermore, we assume that & € C(I,R) is a monotonically increasing function and «/(z) > 0.

Definition 2.1. [11] Let (a,b) be an interval such that —oo < a < b < co. We assume that k() is a positive
and monotonically increasing function defined on (a,b] where k' (x) is continuous on (a,b). Then the fractional
integral (left-sided) of a function w defined on on [a, b] with respect to a function & is given as

: I
() = o [ R0 = ) (s
Definition 2.2. [/1] Let o« > 0, n € N, (a,b) be an interval such that —oo < a < b < oo and let k'(z) # 0.
The Riemann-Liouville (left-sided) fractional derivative of a function w of order o with respect to a function k is
defined by

Dezu(t) = (g ) Il

~ o (o) [ 60 o

Definition 2.3. [/1]Letn — 1 < o < nwithn +1,2,..., I = [a,b] is the interval such that —oo < a < b <
o0), w, k € C™(I,R) two functions such that  is increasing and ' (t) # 0, for all t € 1. The left sided and right
sided k—Hilfer fractional derivative D:;ﬁ (+) of function of order o and type 0 < 8 < 1 are defined respectively
by

n
Hpain, oy _ Bn—ays (1 d\" (a-p)(n—a)x
D:+ “w(t) = I; (/{’(t) dt) I w(t),

and

HpyouBin, o _ pBn—a)n 1 d\" a-pn-aym
Db_ UJ(t)—Ib_ <_,‘<;/(t)dt> Ib_ ’U)(t)

Theorem 2.4. [11]If0< (<1, n—1<a<1suchthaty =a+ f(n—«a)andw € C™(I), then

ask H a,B5k5 o . (K(x)iﬁ(a))vik [n—k] 7(1=B)(n—a);k
R w(a),

and

(e o, Bk . -1 § k(b) — k(z vk n— —pB)(n—a);k
IR DR (t) = wit) 72( )F((fy(—)k:—k(l))) wlpH Py ),
k=1

Theorem 2.5. [11] Let w € C'[a,b],a > 0,and 0 < B < 1, then

DO 1% w(t) = w(t)  and  EDIPRIw(t) = w(t).

3. Main Results

Let’s now discuss our main results. From now on I will be the finite interval [0, T]. Firstly, we indicate the
following assumptions which are needed in the proofs of results.
(H1): f : R x I — FE is a Caratheodory function, meaning for every u € F, f(¢,u) is strongly measurable with
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respect to first variable and for every ¢ € I, f(t, ) is continuous with respect to the second variable
H2): ||f(t,u) — f(t,v)|| < L¢|lu—v|,Vt € R,Vu,v € E,v > 0.
(H3): g : C — E'is continuous and

() = g0 < bllu — v]], Yu,v € C,b > 0.
(H2’): There exists a function p € L*(I) such that
| f(t,u) — f(&v)|| < p(t)|lw—vl|,Vt € I,forallu,v € E.
For 0 < aw < 1and 0 < 8 < 1, the nonlinear system (1.1) is then equivalent to the integral equation

(k(t) — £(0))7" L[ a-1
T(Uo —Q(U))Jr@/o R (s)(k(t) — #(s))*7 £ (s, u(s))ds,

u(t) =

foreacht € I.

Proof. We do not recall the proof since it is straightforward from [11, 15].

3.1)

Definition 3.1. A continuous function x : I — FE is said to be a mild solution of Equations (1.1) if it can be

written as

(k(t) — K(0))7 1

) = O (o —g) + iy [ W0 — R(6)" (s a()ids, v

We now present our results.

Theorem 3.2. Assume that assumptions (H1-H3) hold with

L (k) = K(0)7!
b<3 (o)

INa+1)
<1,Vtel, and ~<——r"2,
= TS Ty
then there exists a unique mild solution to (1.1).

Proof. Consider the operator €2 : C — C defined by

(k(t) = 5(0)7! 1

(Q)(t) = S

I(a)

It is obvious that this operator {2 is well-defined. From assumptions (H1-H3) we can define

M :=sup||f(t,0)]] and P :=sup||g(u)]]

tel zeC
and choose Mr(T)
K «

> (P — ).

r2 (P ol + s )

For B, := {z € C: ||ug|| < r}, we can show that F' B, C B,. Then if

Az(t.0)— (B0 —RO)7!

we obtain the following estimate for u € B,

1

1Qu(@)[| < AT, 0)uol| + AT, 0)g(w)]| + 7/0#(5)(,@-(7:) = k()71 f (s, u(s))llds

I(a)

83

(o — g(u)) + —— / K () ((8) — (5)* £ (5. u(s))ds.
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1 ! / a—1
< [Juoll + P + (o) /O K (s)(k(t) — k()" ([f(s,uls)) = f(s,0)[| + [ f(5,0)[[)ds
Lr+M [
< ol + P+ T [ R (0 = () s

Lr + M) (k(t) — k(0))~
I(«)

< lluoll + P + (M) ()

«

=mo+P+(

<r

)

with suitable choices of L and 7.
Let u,v € C. Furthermore we have

1(Qu)(t) = () ()] < llg(u) — g(v)]]

(r(t) = £(0)"

= (o4 205 ) - e

< @flu— e,
where

Lff*f(T)a)
INa+1)

Since 0 < @ < 1 and ||Qu — Qu|l¢ < @||u — vl|c, § turns out to be a contractive mapping. We deduce that
) has a unique fixed point, which is the mild solution of the Cauchy problem. The problem is solved. |

D=y, 10:= (b+

Remark 3.1. This result generalizes Theorem 2.1 in [12] in the case where E = R™ and k(t) = t.
Let’s now consider the local problem associated to Equation (1.1), that is g is identically zero on .J.
Theorem 3.3. Let’s suppose that ((H1)-(H2)) hold and

K (s)(k(t) — r(s))* 7 < 1.
Then there exists a unique mild solution to Equation (1.1).
Proof. Consider the operator (2 as in Theorem 3.2. Then we have

Lo, am
1(Qu)(t) = () (D) < F(a)/o R (s)(k(t) = k()71 f(s,u(s)) = f(s,0(s)) 1 ds

Ju=slle [* -
< B [ W) = m(s) M teyas

Also we have

2 2 1 ‘ ! a—1
[1(Q2u)”(t) = (Q)"(B)]] < @/0 K (s)(k(t) = K())* [ f (s, Fu(s)) — f(s, Fu(s))||ds

e
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|u —vllc

< W/o K () (K(t) —K(S))a_lu(s)/o p(o)dods

HuivHCH H2
2F(a)2 Hw LY (I)"

We obtain inductively
[lu = vlle

[1(Qu)" () — (Qo)"()]| < W\Iull’il(z)-

If n is large enough then we can get
el )

n!T ()"

By a generalization of the Banach fixed point theorem, Equation (3.2) has a unique mild solution. |

Remark 3.2. This result is new even in the case of finite dimensional space for the fractional derivatives in the
sense of Caputo or Riemann-Liouville..

Theorem 3.4. (Krasnoselskii). Let X be a closed convex and nonempty subset of a Banach space E. Let A1, A
be two mappings such that

(a) Aiu+ Asv € X for every u,v € E;
(b) Aj is a compact and continuous;
(c) As is a contraction.

We further include the following assumption for the result that follows.

(HA): || (¢, w)]| < p(t),V(t,u) € I x B, p e LY(I,RY).

Theorem 3.5. Suppose assumptions (H1), (H3), and (H4). Let b < 1. Then Equation (1.1) has at least one mild
solution on 1

Proof. Let’s take r such that

K(T)* || pl] 2
Then we define on B,. the operators A;, A5 by
*L tn'sm — k() f(s,u(s))ds
(Aru)(t) = F(a)/o (8)(K(t) — k()" f(s,u(s))d (3.2)
and o
(Azu(t) = B IOV g, 63

Let’s prove that if u, v € B, implies Aju 4+ Asv € B,.

Indeed we have

[Aru + Ao < [|AZ(2,0)(uo — g(w))[| + F(la)/o K/ (8)((t) = £()* £ (s, u(s))llds
1

< P
< |lwol| + P+ (o)

/0 K (3)(r(t) — A(s))* pu(s)ds

3
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<ol + P+ L [ () (o)

leellr ((s(2) = £(0))
o ()
ATl
INa+1)

= [luoll + P +

< [luoll + P +
<r.
In view of (H3), B is a contraction mapping since b < 1. Continuity of « implies that (A;u)(t) is continuous
based on of (H1).

Let’s observe that A; is uniformly bounded on B,.. This is because of the inequality

A(T) |l 21
I(Aru)(B)]] < Tatl)

In addition, we proceed to show that (A;u)(¢) is equicontinuous.

Lett; € I, ,t3 € T and u € B,. Since u is bounded on the compact set I x B, then  sup | f(t,u)] :=
(t,u)€J X B,

K < o0, we get

Javuten) — vt = s | [ 63 st00) = )=+ 7G5t
- / "R ) - n(s))a-lﬂs,u(s))ds]
il — ()" (s, u)ds
- / n(s))a—lﬂs,u(s))ds\
o / R 5)(s(12) — 1(5)" s )
+ ﬁ ( /Otz [K'(s)(k(ta) — k(s)* ™ — K'(s)(k(t1) — k(s))* 1 f(s,u(s))ds >
e =l (st) =x(OD° , (s0)=w(O)"
< gy I06€e) = K22))" = (5(12) = R(O)" + (1(11) = n(O))

which is independent of x and |Aju(t1) — Aju(ta)] — 0 as to — ¢1. Therefore, Aju(t) is equi-continuous.
Using Arzela-Ascoli’s theorem, A;(B,) is a relatively compact subset of C, which implies that operator A; is
compact. We conclude the proof using Krasnoselskii’s theorem. |

4. Extension Results

For our next results, we make the following assumptions.
(HS): For every u € E, there exists ¢y > 0, such that

L&)l < ep (14 Jlull)

e
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and for every u € C'(I, E), there exists a ¢, € (0, 1) such that
lg(w)ll < ¢g(1 +[lufle),
(H6): For every t € I, the set
Q= {r(s)(k(t) — k() f(s,u(s)) : we C(J,E),0<s<t}
is relatively compact.

Theorem 4.1. [15] Let u, v be two integrable functions and g continuous, with domain [a,b]. Let k € C(I) be
an increasing function such that &' (t) # 0,Vt € I. Assume that

(1) u, v are nonnegative;

(2) g is nonnegative and nondecreasing.

If
u(t) < o(t) + g(t)/ K (8)(R(t) = K(s))* u(r)dr,
then

t o© o k
u(t) < v(t) + / 3 w,{/m(n(o ) () dr.
a k=1

Corollary 4.1. [15] Let v be a nondecreasing function on [a, b]. Under the hypothesis of the above theorem, we

have
u(t) < v(t)Ealg(t)T(a)[k(t) — K(1)]*), Vt € [a,b].

Lemma 4.2. For our next result, we first prove that there exists & > 0 such that ||u(t)|| < ¢, Vte I.

Proof. Using the assumptions of Theorem 3.2 and hypothesis (HS), one derives the estimate

I\U(t)IISIIUo—g(u)IHﬁ / K ()(s(t) — ()Y f(s,2(5)) [ds, te L.

< luo = g(w)| + F(la)/o K (3)((t) — 5(5))* " ep (L + [lu(s)[)ds

< ol + ¢ +eglulle + s [ #)n(0) = n(a))" s

°s e — k() Yu(s)||ds
+F(a)/0 K (s)(K(t) = £(s))* [uls)||ds.

Hence, we have

(1 = cg)llulle < fluoll +¢q + % /0 K/ (s)(k(t) — K(s)* " ds

Cf t / — k(s a—1 uls S
/0 R (s)(R(8) = k()" lu(s)|ds.

()
Therefore,
Do+ Dol + ¢5) + ey w(T)° S " ) nt) — () uls)lds
Jue)) < =LA FIHED s [ ) s(0) = ()" ) s

Using Theorem 4.2 and Corollary 4.3, we get
o (Cfl"(a)x(T)o‘)n
lu(®)]] < Lo+ D) (JJuoll + ¢g) + cpr(T) T (T=cg)T(e)
- (1—cg)T(a+1) ~ T(ha+1)

e
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< Pla+ D(Jluoll +cg) + esu(T)" 3 (eru(T)™)"
- (1—cg)T(ax+1) = (1 —cg)"T(na+1)
Since Z (eyw(T)%)" is the Mittag-Leffler function, it suffices that
(1 —cg)"T'(na + 1) ’
()l < 5 u
Theorem 4.2. Suppose (H1), (H5), (H6) hold and let
crr(T)™
—— < L
“t oy ©

Then the system has at least one mild solution.

Proof. The proof is given in the following steps:

Let (3) and (4) be defined on C¢ := {u € C(I, E) : |lu(t)|| <&t € I}

Step 1: We first show that Au + Bv € C¢ for every u,v € C¢. Using Equations (3)-(4), we have the following
estimate

1(Au)(t) + (B < [[uoll + l9(v) | + ﬁ / 5 ()((t) — ()21 (5, u(s)) s
< lluoll + ¢9(1 + [lo]lc) + ﬁ / 5 (3)((t) — () Les (1+ lu(s)]])ds
< Jluoll + ¢y (1 +€) + f(rl(of)@ / W (s)(A(t) — n(s)*~ds

er(L+ (1)

<luol| + ¢g(1+ &) + Mot 1)
<&

which implies that Au + Bv € Cg.
Step 2: B is a contractive operator on Cg.
Indeed if we take any vy, vy € C¢, then we have

| Bvy — Buz|lc = [lg(v1) — g(v2)|l < Lgllvr — vallc-

Therefore B is a contraction mapping.
Step 3: A is a continuous mapping.
Using (H1), if {u,, } is a sequence in C¢ so that u,, — u in C¢, then,

f(s,un(s)) = f(s,u(s)) as n— oo.

For t € I,we have

1 ! / a—1
[(Aun)(t) — (Au) (@) < m/o R (8)(R(t) = K(8)* 1 (s, un(s)), f (s, uls)) |l ds

~—

Using (H7), fort € I,
(s, un(s)) = f(s,u(s)[| < Lg(§)llun(s) —uls)|| < 26Ls ().

Also, using the fact that s — 2L ¢(€)x/(s)(k(t) — k(s))*~ ! is integrable, Lebesgue’s Dominated Convergence
Theorem gives that

/0 K/ (8)(5(t) = k()71 f (5, un(9)), (5, u(s)) [l ds — 0.

e
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As n — 0o, Au,, — Au. Thus, A is continuous.
Step 4: A is a compact mapping.
If {u,} is a sequence on C¢, then

[(Aun) ()] < ﬁ ; K (s)(k(t) = ()" £ (5, un(s)) | ds
L tn'sn —k(s))* e Uy, (s s
< o) /o (s)(k(t) = £(8)* er (1 + [lun(s)|))d
_ (L4 (D)
- T(a+1)

Therefore, {u,, } is uniformly bounded.
Next, we prove the equicontinuity of { Au,, }. Let 0 < ¢; <ty < T. Then

[[(Aun)(t1) = (Aun)(t2)]|

< [ W)~ RO R 6)2) — KD s )
b s W () (5(t2) = ()£ 5 un (5)) 1 ds

. r?(; /0“ K (s)((t1) — K($)* " = /(5) (K(ta) — £(5))* (1 + [Jun(s)]]) ds
N Fzg) /tt W () (k(t2) — ~(5))* (1 + [fun(s)[])ds

- ?f(gif)) ((K(t1) — K(to))™ — (K(t2) — K(0) + 2(k(ts) — k(1))

< Ff(gif; ((t2) = K(t1))"

Asty — t1, (k(t2) — k(t1))* — 0, and thus { Au,, } is equicontinuous. In view of (H6) and theorem 3.4, conv K
is a compact set. For every t* € I,

(Aun ) (") = 1“(104)/0 K (8)(K(t7) = K(5))* 7" f (5, un(s))ds

- b () (e () 5 (e ()]

where

=t () (= (5)) s (o ()]

Since conv K is convex and compact, 7, € convK . Hence for every t* € I, the set { Au,, } is relatively compact.
From Ascoli-Arzela theorem, every { Au,(¢)} contains a uniformly convergent subsequence {Au,, (t)}(k =
1,2,...) on I. Thus, the set {Au : u € C¢} is relatively compact. Therefore A is a completely continuous
mapping. Using Krasnoselskii’s Theorem, we conclude that A + B possesses a fixed point on C¢ which is the
mild solution to the system (1.1). The proof is complete.

i
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5. Stability Result

In this last section, we establish the stability of (1.1) with regard to Ulam-Hyers stability. We first define the
following mapping A : C(I, E) — C(I, E) as follows:

Av(t) = DS o(t) — f(t,u(t)),t € .
Let ¢ > 0 be given and v(t) € C(I, E) satisfy

(k(t) — K(0))7* Lo, 1
v(t) = ——————wo—g)+ = | K'(s)((t) = K(s)*" f(s,v(s))ds, te ..
R (00— 900 + gy [ R (E)06(0) = () (5, 0()
Definition 5.1. [14] Problem (1) is said to be Ulam-Hyers stable (or stable in the sense of Ulam-Hyers) if for
every e > ()
[Ayll < e,

and for every mild solution y of (1.1),there exists p > 0 and a mild solution v € C(I, E) to (1.1) such that

[u(t) —v(@)|| < pe”,
where €* > 0 and depends on e.

Definition 5.2. [13] Let m € C(R™, R") so that for every mild solution y of (1.1), there exists a mild solution
x € C(I, E) of problem (1.1) such that

lu(t) —v(t)|| < me*,t €.

Definition 5.3. [14] Problem (1.1) is called Ulam-Hyers-Rassias stable with respect to © € C(I, RY) if for
€>0,
[Av()]| < €O(t), t € 1.

and there exists p > 0 and v € C(I, E) such that
Jut) — v(H)]] < pe.O(O).t € 1.
and €, > 0 depends on €

Theorem 5.4. Assume || f(t,u(t))| < p(t)q(||ul||) wherep € C(I,Ry) and q : Ry — Ry, and ® < 1. Then
problem (1.1) is both Ulam-Hyers and generalized Ulam-Hyers stable.

Proof. Let x € C(I, E) be a solution of (1.1),and let y be any solution satisfying Definition 5.1. We determine
that the operators A and F' — Id (identity operator) are equivalent for all solutions v € C(I, E) of (1.1) satisfying
® < 1. Thus, using the fixed point property of operator I, we conclude that

[o(t) —u(®)]| = llv(t) = Fo(t) + Fu(t) — u(t)]]
= ||v(t) — Fo(t) + Fu(t) — Fu(t)||
< [[F(t) = Fu(@)]| + [Fo(t) — v(®)]]
< Blu—v|| +e

because P < 1andand ¢ > O,

[T e —

—1-9
Fixing €, = L@ and p = 1 we get the Ulam-Hyers stability. Using me = ﬁ, we get the generalized
Ulam-Hyers stability. |
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Corollary 5.1. If definition 5.3 is satisfied for © € C(I, R™), and

D(a +1)(1 - b)
ST T

problem (1) is Ulam-Hyers-Rassias with respect to ©.
Proof. Directly follows from the proof of Theorem 5.4 where
[u(t) —v(®)]] < e.O(t), t €1,

and

The proof is complete. |

6. Conclusion

A generalized Cauchy problem is the central focus of this paper formulated using the generalized fractional
operator called x-Hilfer operator. The existence and uniqueness results of the abstract model are studied with
nonlocal conditions using classical fixed point theorems. Furthermore, a stability result for the abstract problem
is obtained in the sense of Ulam-Hyers-Rassians. The results obtained in this paper are very useful in many
applications where x-Hilfer operator is being adopted. They generalize many recent results in this field. The
arguments used here can be adapted to many other problems in infinite dimensional spaces.
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