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Abstract
In this paper, we discuss the existence and uniqueness of solutions for a class of multi-term time-fractional
impulsive integro-differential equations with state dependent delay subject to some fractional order integral
boundary conditions. In our consideration, we apply the Banach, and Sadovskii fixed point theorems to obtain our
main results under some appropriate assumptions. An example is given at the end to illustrate the applications
of the established results.
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1. Introduction
Let E be a Banach space and let D = [0,T ]. We consider the
space PC t :=PC ([−τ, t],E), 0≤ t ≤ T <∞, τ > 0 formed
by the functions g : [−τ, t]→ E, which are continuous except
the points t 6= tk,k = 1,2, . . . ,m such that right limit g(t+k )
and left limit g(t−k ) exists at tk, and g(t−k ) = g(tk). The space
PC t equipped with the norm ‖g‖PC t = sup

−τ≤s≤t
{‖g(s)‖E :

h ∈PC t} is a Banach space. Let N and R denote the set of
natural and real numbers.

In this paper, we study the existence and uniqueness of
solutions for the following class of multi-term time-fractional

impulsive differential system of the form

cD1+α y(t)+
n

∑
j=1

cDβ j f j(t,yρ(t,yt ))

= f0(t,yρ(t,yt ),K(y)(t)), t ∈D , t 6= tk, (1.1)

y(t)+g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(t)

=φ(t), , t ∈ [−τ,0], m ∈ N, (1.2)

∆y(tk) =Ik(y(t−k )),

∆(cDγ y(tk)) =Jk(y(t−k )), γ ∈ (0,1), (1.3)

k = 1,2,3, . . . ,m∈N. Subject to the fractional order boundary
conditions

c(cDδ y(0))+d(cDδ y(T )) =
∫ T

0
h(s,y1(s), . . . ,ym(s))ds,

(1.4)

where δ ∈ (0,1), d 6= 0, and when δ = 1, i.e.

c(y′(0))+d(y′(T )) =
∫ T

0
h(s,y1(s), . . . ,ym(s))ds, (1.5)

where c+d 6= 0,d 6= 0, cDη represents the Caputo derivative
of order η > 0, and β j > 0 for all j = 1,2, ...,n such that
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0 < α ≤ βn ≤ βn−1 ≤ . . . ≤ β1 < 1. The functions f j : D ×
PC 0 → E such that f j(0,y(0)) = 0 for all j = 1,2,3, ...,n,
f0 : D×PC 0×E→E, g : PC m

0 →E and h : [0,T ]×Em→
E are given functions which satisfy some appropriate con-
ditions. For any y ∈PC T we denote by yt , the element
of PC 0 define by yt = y(t + θ),θ ∈ [−τ,0]. The function
ρ : D ×PC 0 → [−τ,T ] is continuous and φ(0) ∈PC 0.
Let the function t→ yt be well defined and continuous from
the set {ρ(s,χ) : (s,χ) ∈ [0,T ]×PC 0} into PC 0. The
equation (1.3) characterize the impulsive conditions with
0 = t0 < t1 < t2 <, · · · ,< tm < tm+1 = T , Ik,Jk ∈ C (E,E)(the
set of continuous functions from E to E), k = 1,2, . . . ,m are
continuous functions. We have ∆y(tk) = y(t+k )− y(t−k ) and
∆(cDγ y(tk)) = (cDγ y(t+k ))− (cDγ y(t−k )), such that y(tk) =
y(t−k ) and (cDγ y(tk)) = (cDγ y(t−k )). The operator K is de-
scribed by K(y)(t) =

∫ t
0 K(t,s)y(s)ds, where K ∈ C (Ω,R+)

is a positive and continuous operator on Ω := {(t,s) ∈ R2 :
0≤ s≤ t ≤ T}) and K0 = supt∈[0,T ]

∫ t
0 K(t,s)ds.

During the last few decades, the fractional differential
equations (in brief, FDEs) including Riemann-Liouville and
Caputo derivative have been magnetized the interest of many
researchers towards itself, inspired by demonstrated applica-
tions in widespread areas of science and engineering such
as in models about medicine (modeling of human tissue un-
der mechanical loads), electrical engineering(transmission
of ultrasound waves), biochemistry (modeling of proteins
and polymers) mathematically modeling, thermal systems,
acoustics, modeling of materials or rheology and mechani-
cal systems, etc. For fundamental certainties regarding to
fractional systems, one can make reference to the papers
[2, 5, 6, 13, 17, 22, 27, 32], the monographs [24, 30, 33]
and references therein.

On the other hand, the theory of fractional impulsive dif-
ferential equations (in brief, FIDEs) has been generated a
great interest among many researchers due to the fact that
many real world processes and phenomena which are effected
by short term external influences may be efficiently and effec-
tively described by FIDEs. The time of external influences
is negligible in the comparison of total duration of entire
processes and phenomena. Therefore, the theory of FIDEs
arising from real world problems to describe the dynamics of
processes has been analytically investigated by many authors
with interesting papers [4, 6, 17, 18, 34, 37, 39].

The system (1.1)− (1.3) with boundary conditions (1.4)
and (1.5) is a strong motivation of the applications of physical
models with papers [19, 25, 27, 28]. Kosmatov [25], Vidushi
and Dabas [19] considered the following impulsive model

∆y(tk) = Ik(y(t−k )), ∆(cDγ y(tk)) = Jk(y(t−k )),

where γ ∈ (0,1), k = 1,2,3, . . . ,m ∈ N. In [27] Liu et al.
established the existence results for fractional differential
equations with fractional non separated boundary conditions.
Recently Losada et al. [28] show the attractivity of solutions

for the following fractional differential equation

cDβ y(t) =
m

∑
j=1

cDβ j f j(t,yt)+ f0(t,yt), t > t0,

y(t) = ϕ(t), t0−σ ≤ t ≤ t0,

where 0 < βi < β , ϕ ∈ C ([t0−σ , t0],R), and f j : [t0,∞)×
C ([t0−σ , t0],R)→ R are some appropriate functions. The
use of nonlocal conditions was initiated by Byszewski [11].
Further Byszewski and Lakshimikantham [12] tried to show
the feasibility of nonlocal conditions over the classical condi-
tions, which have great applications in applied sciences like
as chemical engineering, blood flow problems, underground
water flow, and population dynamics [9], cellular systems [1]
etc.

The fractional order diffusion wave equations ( i.e. order
(1+α) ∈ (1,2)) have many applications in various fields of
science and engineering. These equations represent propaga-
tion of mechanical waves through viscoelastic media, charge
transport in amorphous semiconductors [16, 20, 21, 29], and
may be used in thermodynamics, shear in fluids, the flow of
fluid through fissured rocks [7]. In particular, the fractional
delay diffusion wave equations describe the driver reaction
time, time taken for a signal traveling to the controlled ob-
ject and time consume by body to produce red blood cells
and cell division time in the dynamics of viral persistence or
exhaustion.

Our work is arranged as follows: In preliminaries section,
we recall some basic definitions and fundamental results of
fractional calculus. In main results section, the existence and
uniqueness results are obtained for the system (1.1)− (1.3)
with boundary conditions (1.4) and (1.5). At last, an example
is provided to show the feasibility of the theory discussed in
this paper.

2. Preliminaries
In this section, we recall some definitions and basic results of
fractional calculus which will be used throughout the paper.

Definition 2.1. The fractional integral of a function g with
the lower limit zero of order η > 0 is defined by

Jη g(t) =
1

Γ(η)

∫ t

0
(t−ξ )η−1g(ξ )dξ , t > 0,

and J0g(t) := g(t), where Γ(·) is the Euler Gamma function.
This fractional integral satisfies the properties Jη ◦ Jb = Jη+b

for b > 0.

Definition 2.2. The Riemann-Liouville fractional derivative
of a function g with the lower limit zero of order η > 0,n−1<
η < n,n ∈ N is given by

Dη g(t) =
1

Γ(n−η)

dn

dtn

∫ t

0
(t−ξ )n−η−1g(ξ )dξ ,

where the function g(t) has absolutely continuous derivative
up to order (n−1). Moreover D0g(t) = g(t) and Dη Jη g(t) =
g(t) for t > 0.
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Definition 2.3. The Caputo fractional derivative of a function
g ∈ C n([0,∞)) with the lower limit zero of order η > 0 is
given by

cDη g(t) =
1

Γ(n−η)

∫ t

0
(t−ξ )n−η−1 dn

dξ n g(ξ )dξ ,

where n−1 < η < n,n ∈ N.

We denote Dng(t) = dn

dtn g(t), for every n ∈ N. Moreover
(Dn ◦ Jn)g(t) = g(t) for all n ∈ N, and

(Jn ◦Dn)g(t) = g(t)−
n−1

∑
d=0

g(d)(0)
d!

td , t > 0, n ∈ N.

Similarly, we have (Jη ◦ cDη)g(t) = g(t)−
n−1

∑
k=0

g(k)(0)
k!

tk, for

n− 1 < η ≤ n. If g(d)(0) = 0, for d = 1,2,3, ...n− 1, then
(Jη ◦ cDη)g(t) = g(t).

Definition 2.4. A function y ∈ PC T such that (1 + α)th

derivatives of y exist on D is said to be the solution of the
system (1.1)− (1.2) with (1.4) (or (1.5)), if y satisfies the
equation (1.1) on D , the impulsive conditions

∆y(tk) = Ik(y(t−k )), ∆(cDγ y(t−k )) = Jk(y(t−k )),

where k = 1,2,3, . . . ,m, and boundary conditions given by
(1.4) (or (1.5)).

To analyze the system (1.1)− (1.5), first we characterize
the solution, adopting the methodology of Fackan at el. [18].

Lemma 2.5. A piecewise continuous differential functions
y : [−τ,T ]→E is a solution of the following integral equation
y(t) =



φ(t)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(t), t ∈ [−τ,0];
φ(0)−g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm ))(0)

+b0t−∑
n
j=1
∫ t

0
(t−s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds

+
∫ t

0
(t−s)α

Γ(1+α) f0(s,yρ(s,ys),K(y)(s))ds, t ∈ [0, t1];
...
φ(0)−g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm ))(0)

+b0t +∑
m
k=1 Ik(y(t−k ))+∑

m
k=1

Γ(2−γ)

t1−γ

k
Jk(y(t−k ))(t− tk)

−∑
n
j=1
∫ t

0
(t−s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds

+
∫ t

0
(t−s)α

Γ(1+α) f0(s,yρ(s,ys),K(y)(s))ds, t ∈ (tm,T ],
(2.1)

where

b0 =
Γ(2−δ )

T 1−δ

[
1
d

∫ T

0
h(s,y1(s), . . . ,ym(s))ds

+
n

∑
j=1

∫ T

0

(T − s)α−β j−δ

Γ(1+α−β j−δ )
f j(s,yρ(s,ys))ds

−
∫ T

0

(T − s)α−δ

Γ(1+α−δ )
f0(s,yρ(s,ys),K(y)(s))ds

−
m

∑
k=1

Γ(2− γ)

Γ(2−δ )
Jk(y(t−k ))tγ−1

k

]
(2.2)

if and only if y is a solution of the impulsive fractional system
(1.1)− (1.3) with the boundary condition (1.4).

Proof. Let us denote by f̂ j(t) = f j(t,yρ(t,yt )) and f̂0(t) =
f0(t,yρ(t,yt ),K(y)(t)). Then for t ∈ [0, t1], the system (1.1)−
(1.3) transforms as

cD1+α y(t)+
n

∑
j=1

cDβ j f̂ j(t) = f̂0(t), (2.3)

y(t)+(g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm )))(t) = φ(t),(2.4)

for t ∈ [−τ,0]. Applying Rienamm Liouville fractional inte-
gral of order (1+α) of (2.3), we get

y(t) =a0 +b0t−
n

∑
j=1

J1+α−β j(Jβ j cDβ j) f̂ j(t)

+
∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds

=a0 +b0t−
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds

+
∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds. (2.5)

By using initial conditions, we get

a0 = φ(0)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0),

then

y(t) =φ(0)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)

+b0t−
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds

+
∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds. (2.6)

Similarly, if t ∈ (t1, t2], then

cD1+α y(t)+
n

∑
j=1

cDβ j f̂ j(t) = f̂0(t), (2.7)

y(t+1 ) =y(t−1 )+ I1(y(t−1 )), (2.8)
cDγ y(t+1 ) =cDγ y(t−1 )+ J1(y(t−1 )). (2.9)
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Again taking Rienamm Liouville fractional integral of order
(1+α) of (2.7), we obtain

y(t) =a1 +b1t−
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f̂ j(s)

+
∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds, (2.10)

at t = t1, rewrite (2.10), as

y(t+1 ) =a1 +b1t1−
n

∑
j=1

∫ t1

0

(t1− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds

+
∫ t1

0

(t1− s)α

Γ(1+α)
f̂0(s)ds. (2.11)

By the impulsive condition (2.9) and the fact y(t1) = y(t−1 ),
we may write

y(t1)+ I1(y(t−1 )) =a1 +b1t1 ++
∫ t1

0

(t1− s)α

Γ(1+α)
f̂0(s)ds

−
n

∑
j=1

∫ t1

0

(t1− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds.

(2.12)

Now, from (2.12) and (2.6) at t = t1, we get a1 = φ(0)−
(g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm )))(0)+b0t1−b1t1+I1(y(t−1 )),

hence (2.10) becomes

y(t) =φ(0)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)

+b0t1 +b1(t− t1)+ I1(y(t−1 ))

−
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds

+
∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds. (2.13)

Since cDγC = 0(C is a constant)and cDγ J1+α y(t)= J1+α−γ y(t),
then applying Caputo derivative of order γ on (2.6) and (2.13)
with respect to t at t = t1, we achieve

cDγ y(t−1 ) =b0
t1−γ

1
Γ(2− γ)

+
∫ t1

0

(t1− s)α−γ

Γ(1+α− γ)
f̂0(s)ds

−
n

∑
j=1

∫ t1

0

(t1− s)α−β j−γ

Γ(1+α−β j− γ)
f̂ j(s)ds,

cDγ y(t+1 ) =b1
t1−γ

1
Γ(2− γ)

+
∫ t1

0

(t1− s)α−γ

Γ(1+α− γ)
f̂0(s)ds

−
n

∑
j=1

∫ t1

0

(t1− s)α−β j−γ

Γ(1+α−β j− γ)
f̂ j(s)ds.

Incorporate with fractional impulsive condition (2.9), we get

b1 = b0 +
Γ(2−γ)

t1−γ

1
J1(y(t−1 )), then (2.13) becomes

y(t) =φ(0)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)

+b0t + I1(y(t−1 ))+
Γ(2− γ)

t1−γ

1

J1(y(t−1 ))(t− t1)

−
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds

+
∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds. (2.14)

Similarly, for t ∈ (t2, t3], we can write the solution of the form

y(t) =φ(0)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)

+b0t + I1(y(t−1 ))+ I2(y(t−2 ))

+
Γ(2− γ)

t1−γ

1

J1(y(t−1 ))(t− t1)

+
Γ(2− γ)

t1−γ

2

J2(y(t−2 ))(t− t2)

−
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds

+
∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds. (2.15)

In general, for t ∈ (tl , tl+1],1≤ l ≤ m, we have the following
result

y(t) =φ(0)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)+b0t

+
l

∑
k=1

Ik(y(t−k ))+
l

∑
k=1

(
Γ(2− γ)

t1−γ

k

Jk(y(t−k ))

)
(t− tk)

−
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds

+
∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds. (2.16)

Finally, using the fractional order boundary condition (1.4),
where (cDγ y(0)) is calculated from (2.6) and (cDγ y(T )) from
(2.16) when l = m, we obtain the value of b0 given by (2.2).
On summarizing, we obtain the desired integral equation
(2.5).

Conversely, let y satisfies (2.5). Since 1 < 1+α < 2,
by virtue of cD1+αC = 0(C is a constant), cD1+α t = 0 and
cD1+α J1+α y(t) = y(t), for t ∈D = [0,T ]−{t1, t2, . . . , tk} we
have

cD1+α y(t) =−
n

∑
j=1

cD1+α

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f̂ j(s)ds

+ cD1+α

∫ t

0

(t− s)α

Γ(1+α)
f̂0(s)ds
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=−
n

∑
j=1

cD1+α J1+α−β j f̂ j(s)ds

+ cD1+α J1+α f̂0(s)ds

=−
n

∑
j=1

cDβ j f̂ j(s)ds+ f̂0(s)ds.

Next, to validate the impulsive conditions for t ∈ (tl , tl+1],1≤
l ≤ m, we get

y(t+l )− y(t−l ) =
l

∑
k=1

Ik(y(t−k ))−
l−1

∑
k=1

Ik(y(t−k ))

+
l

∑
k=1

(
Γ(2− γ)

t1−γ

k

Jk(y(t−k ))

)
(tl− tk)

−
l−1

∑
k=1

(
Γ(2− γ)

t1−γ

k

Jk(y(t−k ))

)
(tl− tk)

= Il(y(t−l )).

Similarly, for fractional impulsive condition

(cDγ y(t+l ))− (cDγ y(t−l ))

=
l

∑
k=1

(
Γ(2− γ)

t1−γ

k

Jk(y(t−k ))

)
t1−γ

l
Γ(2− γ)

−
l−1

∑
k=1

(
Γ(2− γ)

t1−γ

k

Jk(y(t−k ))

)
t1−γ

l
Γ(2− γ)

=

(
Γ(2− γ)

t1−γ

l

Jl(y(t−l ))

)
t1−γ

l
Γ(2− γ)

= Jl(y(t−l )).

Further, it is easy to show that boundary condition (1.4) holds.
Thus y given by (2.5) satisfies the system (1.1)− (1.3) with
the boundary conditions (1.4). This completes the proof of
the lemma.

Lemma 2.6. A piecewise continuous differential functions
y : [−τ,T ]→E be a solution of the following integral equation
y(t) =

φ(t)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(t), t ∈ [−τ,0];
φ(0)−g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm ))(0)+b0t

−∑
n
j=1
∫ t

0
(t−s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds

+
∫ t

0
(t−s)α

Γ(1+α) f0(s,yρ(s,ys),K(y)(s))ds, t ∈ [0, t1];
...
φ(0)−g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm ))(0)+ c0t

+∑
m
k=1 Ik(y(t−k ))+∑

m
k=1

Γ(2−γ)

t1−γ

k
Jk(y(t−k ))(t− tk)

−∑
n
j=1
∫ t

0
(t−s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds

+
∫ t

0
(t−s)α

Γ(1+α) f0(s,yρ(s,ys),K(y)(s))ds, t ∈ (tm,T ].

(2.17)

where

c0 =
d

c+d

[
1
d

∫ T

0
h(s,y1(s), . . . ,ym(s))ds

+
n

∑
j=1

∫ T

0

(T − s)α−β j−1

Γ(α−β j)
f j(s,yρ(s,ys))ds

−
∫ T

0

(T − s)α−1

Γ(α)
f0(s,yρ(s,ys),K(y)(s))ds

−
m

∑
k=1

Γ(2− γ)

t1−γ

k

Jk(y(t−k ))

]
(2.18)

if and only if y is a solution of the impulsive fractional system
(1.1)− (1.3) with the boundary condition (1.5).

Proof. The proof is similar to the proof of previous Lemma
2.5. Assume that notations be given as in the proof of Lemma
2.5. Now, applying the boundary condition (1.5), where y′(0)
is calculated from (2.6) and y′(T ) from (2.16) when l = m,
we get the value of c0 given by (2.18). The remaining part of
the proof is the similar as in the proof of Lemma 2.5.

Remark 2.7. We note that the solution expression of the sys-
tem (1.1)− (1.3) with the boundary condition (1.4) is inde-
pendent of parameter c appearing in the boundary condition.
Thus, by Lemma 2.5 we come to the conclusion that the param-
eter c may be of arbitrary nature in the boundary condition
(1.4).

3. Main Results
In this section, we deal with the existence and uniqueness of
solution for the system (1.1)− (1.3) in light of the boundary
conditions (1.4) and (1.5).

Now, we consider the following assumptions to establish
the existence results:

(A1) There exist positive constants µ f0 ,µ
0
f0

and µ f j such that

‖ f0(t,ψ,x)− f0(t,χ,y)‖E
≤ µ f0‖ψ−χ‖PC 0 +µ

0
f0‖x− y‖E,

‖ f j(t,ψ)− f j(t,χ)‖E ≤ µ f j‖ψ−χ‖PC 0 ,

for all j = 1,2,3, . . . ,n, and x,y ∈ E,ψ,χ ∈PC 0.

(A2) There exist positive constants µg,µh,µI and µJ such that

‖g(ψt1 ,ψt2 , ...,ψtm)−g(χt1 ,χt2 , ...,χtm)‖PC 0

≤ µg‖ψ−χ‖PC 0 ,

‖h(t,x1, . . . ,xm)−h(t,y1, . . . ,ym)‖E ≤µh‖x− y‖E,
‖Ik(x)− Ik(y)‖E ≤µI‖x− y‖E,
‖Jk(x)− Jk(y)‖E ≤µJ‖x− y‖E,

for all k = 1,2,3, . . . ,m, and x,y ∈ E,ψ,χ ∈PC 0.

The following result is based on Banach fixed point theorem.
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Theorem 3.1. Assume that the assumptions (A1)− (A2) are
fulfilled, then the system (1.1)− (1.3) with the boundary con-
dition (1.4) has a unique solution on [−τ,T ] if Θm < 1, where

Θm :=
[

µg +
T b
d

µh +
n

∑
j=1

(
aα−β j−δ b+aα−β j

)
µ f j

+

(
aα−δ b+aα

)
[µ f0 +µ

0
f0K0]+mµI

+
m

∑
k=1

Γ(2− γ)

t1−γ

k

(T +T δ )µJ

]
,

where b = T δ Γ(2−δ ) and az := T 1+z

Γ(2+z) for all 1+ z > 0.

Proof. First, we convert our problem in a fixed point problem
by introducing an operator Q : PC T →PC T defined by
(Qy)(t) =

φ(t)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(t), t ∈ [−τ,0];
φ(0)−g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm ))(0)+b0t

−∑
n
j=1
∫ t

0
(t−s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds

+
∫ t

0
(t−s)α

Γ(1+α) f0(s,yρ(s,ys),K(y)(s))ds, t ∈ [0, t1];
...
φ(0)−g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm ))(0)+b0t

+∑
m
k=1 Ik(y(t−k ))+∑

m
k=1

Γ(2−γ)

t1−γ

k
Jk(y(t−k ))(t− tk)

−∑
n
j=1
∫ t

0
(t−s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds

+
∫ t

0
(t−s)α

Γ(1+α) f0(s,yρ(s,ys),K(y)(s))ds, t ∈ (tm,T ].

(3.1)

where b0 is defined by (2.2). Next, we show that Q has a
unique fixed point.
Let x,y∈PC T . It is clear that ‖(Qx)−(Qy)‖PC T ≤ µg‖x−
y‖PC T holds for t ∈ [−τ,0].

For t ∈ [0, t1], we have

‖(Qx)(t)− (Qy)(t)‖E
≤‖g(xρ(t1,xt1 )

,xρ(t2,xt2 )
, ...,xρ(tm,xtm ))(0)

−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)‖E

+
T Γ(2−δ )

T 1−δ

[
1
d

∫ T

0
‖h(s,x1(s), . . . ,xm(s))

−h(s,x1(s), . . . ,xm(s))‖Eds

+
n

∑
j=1

∫ T

0

(T − s)α−β j−δ

Γ(1+α−β j−δ )
‖ f j(s,xρ(s,xs))

− f j(s,yρ(s,ys))‖Eds

+
∫ T

0

(T − s)α−δ

Γ(1+α−δ )
‖ f0(s,xρ(s,xs),K(x)(s))

− f0(s,yρ(s,ys),K(y)(s))‖Eds

+
m

∑
k=1

Γ(2− γ)

Γ(2−δ )
‖Jk(x(t−k ))− Jk(y(t−k ))‖Etγ−1

k

]

+
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
‖ f j(s,xρ(s,xs))

− f j(s,yρ(s,ys))‖Eds

+
∫ t

0

(t− s)α

Γ(1+α)
‖ f0(s,xρ(s,xs),K(x)(s))

− f0(s,yρ(s,ys),K(y)(s))‖Eds

≤
[

µg +
T b
d

µh +
n

∑
j=1

(
aα−β j−δ b+aα−β j

)
µ f j

+

(
aα−δ b+aα

)
[µ f0 +µ

0
f0K0]

+
m

∑
k=1

Γ(2− γ)µJtγ−1
k T δ

]
‖x− y‖PC T .

For t ∈ (tm, tm+1], we sustain

‖(Qx)(t)− (Qy)(t)‖E
≤‖g(xρ(t1,xt1 )

,xρ(t2,xt2 )
, ...,xρ(tm,xtm ))(0)

−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)‖E
T Γ(2−δ )

T 1−δ

[
1
d

∫ T

0
‖h(s,x1(s), . . . ,xm(s))

−h(s,x1(s), . . . ,xm(s))‖Eds

+
n

∑
j=1

∫ T

0

(T − s)α−β j−δ

Γ(1+α−β j−δ )
‖ f j(s,xρ(s,xs))

− f j(s,yρ(s,ys))‖Eds

+
∫ T

0

(T − s)α−δ

Γ(1+α−δ )
‖ f0(s,xρ(s,xs),K(x)(s))

− f0(s,yρ(s,ys),K(y)(s))‖Eds

+
m

∑
k=1

Γ(2− γ)

Γ(2−δ )
‖Jk(x(t−k ))− Jk(y(t−k ))‖Etγ−1

k

]
+

m

∑
k=1
‖Ik(x(t−k ))− Ik(y(t−k ))‖E

+
m

∑
k=1
|t− tk|

Γ(2− γ)

t1−γ

k

‖Jk(y(t−k ))− Jk(y(t−k ))‖E

+
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
‖ f j(s,xρ(s,xs))

− f j(s,yρ(s,ys))‖Eds

+
∫ t

0

(t− s)α

Γ(1+α)
‖ f0(s,xρ(s,xs),K(x)(s))

− f0(s,yρ(s,ys),K(y)(s))‖Eds

≤
[

µg +
T b
d

µh +
n

∑
j=1

(
aα−β j−δ b+aα−β j

)
µ f j

+

(
aα−δ b+aα

)
[µ f0 +µ

0
f0 K0]
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+mµI +
m

∑
k=1

Γ(2− γ)

t1−γ

k

(T +T δ )µJ

]
‖x− y‖PC T .

Thus

‖(Qx)− (Qy)‖PC T ≤Θm‖x− y‖PC T .

Since Θm < 1, so by Banach contraction principal we con-
clude that the system (1.1)− (1.3) with the boundary condi-
tion (1.4) has a unique solution y ∈PC T . This completes
the proof of the theorem.

Definition 3.2. [10] Let Br be a nonempty, bounded, convex
and closed subset of a Banach space E. Consider two operator
Q1 and Q2 such that

(i) Q1 is compact operator.

(ii) Q2 is contraction mapping,

then Q := Q1 +Q2 is called condensing map on Br.

Theorem 3.3. [10, Sadovskii] Let Br be a nonempty, bounded,
convex and closed subset of a Banach space E. Then a con-
densing map Q : Br→Br has a fixed point in Br.

Next result is based on Sadovskii fixed point theorem.
Therefore, we assume the following additional assumptions:

(A3) There exists functions ν f0 ,ν f j ∈ L1([0,T ],R+) such that

‖ f0(t,ψ,x)‖E ≤ ν f0(t), ‖ f j(t,ψ)‖E ≤ ν f j(t),

for all j = 1,2,3, . . . ,n, x ∈ E,ψ ∈PC 0.

Theorem 3.4. Assume that the assumptions (A2)− (A3) are
fulfilled, then the system (1.1)− (1.3) with the boundary con-
dition (1.4) has at least one solution on [−τ,T ] if ∆m < 1,
where

∆m =

[
µg +

T b
d

µh +mµI +
m

∑
k=1

Γ(2− γ)

t1−γ

k

(T δ +T )µJ

]
.

(3.2)

Proof. Let h0 = sups∈[0,T ] ‖h(s,0, . . . ,0)‖E and g0 = ‖h(0,0
, . . . ,0)‖E. Now we claim that there exists a positive number r
such that QBr ⊆Br, where Br := {y∈PC T : ‖y‖PC T ≤ r}.
If this is not true, then for each r > 0, there would exists
y ∈Br and t ∈ [−τ,T ] such that ‖Qy‖PC T > r. For y ∈Br
and t ∈ [−τ,T ], we have

r <‖(Qy)‖E
=‖φ(0)‖+‖g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm ))(0)

−g(0,0, ...,0)(0)+g(0,0, ...,0)(0)‖E

+T δ
Γ(2−δ )

[
1
d

∫ T

0
‖h(s,x1(s), . . . ,xm(s))

−h(s,0, . . . ,0)+h(s,0,0)‖Eds

+
n

∑
j=1

∫ T

0

(T − s)α−β j−δ

Γ(1+α−β j−δ )
‖ f j(s,yρ(s,ys))‖Eds

+
∫ T

0

(T − s)α−δ

Γ(1+α−δ )
‖ f0(s,yρ(s,ys),K(y)(s))‖Eds

+
m

∑
k=1

Γ(2− γ)

Γ(2−δ )
‖Jk(y(t−k ))− Jk(0)+ Jk(0)‖Etγ−1

k

]
+

m

∑
k=1
‖Ik(y(t−k ))− Ik(0)+ Ik(0)‖E

+
m

∑
k=1
|t− tk|

Γ(2− γ)

t1−γ

k

‖Jk(y(t−k ))− Jk(0)+ Jk(0)‖E

+
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
‖ f j(s,yρ(s,ys))‖Eds

+
∫ t

0

(t− s)α

Γ(1+α)
‖ f0(s,yρ(s,ys),K(y)(s))‖Eds

≤‖φ(0)‖E+(µgr+g0)+
T b
d
(µhr+h0)

+
n

∑
j=1

(
aα−β j−δ b+aα−β j b

)
‖ν f j‖L1

+
m

∑
k=1

Γ(2− γ)

Γ(2−δ )
(µJr+‖J(0)‖E)btγ−1

k

+m(µIr+‖I(0)‖E)+
(

aα−δ b+aα b
)
‖ν f0‖L1

+
m

∑
k=1

T
Γ(2− γ)

t1−γ

k

(µJr+‖J(0)‖E).

Now, dividing the last inequality by r and for sufficiently large
value of r, we achive

1 <

[
µg +

T b
d

µh +
m

∑
k=1

Γ(2− γ)

Γ(2−δ )
µJbtγ−1

k

+mµI +
m

∑
k=1

T
Γ(2− γ)

t1−γ

k

µJ

]
.

which contradict (3.2), hence Q(Br) ∈Br for some positive
number r.

Now, decompose the operator Q = Q1 +Q2 on Br, where

Q1y(t) =
∫ t

0

(t− s)α

Γ(1+α)
f0(s,yρ(s,ys),K(y)(s))ds

−
n

∑
j=1

∫ t

0

(t− s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds

+
tΓ(2−δ )

T 1−δ

[ n

∑
j=1

∫ T

0

(T − s)α−β j−δ

Γ(1+α−β j−δ )

× f j(s,yρ(s,ys))

−
∫ T

0

(T − s)α−δ

Γ(1+α−δ )
f0(s,yρ(s,ys),K(y)(s))ds

]
.

(3.3)
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for t ∈ [0,T ], and

Q2y(t)

=



φ(t)
−g(yρ(t1,yt1 )

,yρ(t2,yt2 )
, ...,yρ(tm,ytm ))(t), t ∈ [−τ,0];

φ(0)−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)

+ tΓ(2−δ )

T 1−δ

[
1
d
∫ T

0 h(s,y1(s), . . . ,ym(s))ds

−∑
m
k=1

Γ(2−γ)
Γ(2−δ )Jk(y(t−k ))tγ−1

k

]
+∑

m
k=1 Ik(y(t−k ))

+∑
m
k=1

Γ(2−γ)

t1−γ

k
Jk(y(t−k ))(t− tk), t ∈ (tm,T ].

(3.4)

In the further steps, we will show that Q2 is contraction map-
ping and Q1 is compact operator.

For x,y ∈Br and t ∈ (tm, tm+1] we have

‖Q2x(t)−Q2y(t)‖E
≤‖g(xρ(t1,xt1 )

,xρ(t2,xt2 )
, ...,xρ(tm,xtm ))(0)

−g(yρ(t1,yt1 )
,yρ(t2,yt2 )

, ...,yρ(tm,ytm ))(0)‖E
T Γ(2−δ )

T 1−δ

[
1
d

∫ T

0
‖h(s,x1(s), . . . ,xm(s))

−h(s,x1(s), . . . ,xm(s))‖Eds

+
m

∑
k=1

Γ(2− γ)

Γ(2−δ )
‖Jk(x(t−k ))− Jk(y(t−k ))‖Etγ−1

k

]
+

m

∑
k=1
‖Ik(x(t−k ))− Ik(y(t−k ))‖E

+
m

∑
k=1
|t− tk|

Γ(2− γ)

t1−γ

k

‖Jk(y(t−k ))− Jk(y(t−k ))‖E.

Thus

‖Q2x−Q2y‖PC T

≤
[

µg +
T b
d

µh +mµI

+
m

∑
k=1

Γ(2− γ)

t1−γ

k

(T δ +T )µJ

]
‖x− y‖PC T .

By the assumption Q2 is a contraction mapping.
Let yn be a sequence in Br. Then by the continuity of f0

and f j we have

‖Q1yn(t)−Q1y(t)‖E

≤ T 1+α

Γ(2+α)
‖ f0(s,yn

ρ(s,yn
s )
,K(yn)(s))

− f0(s,yρ(s,ys),K(y)(s))‖E

−
n

∑
j=1

T 1+α−β j

Γ(2+α−β j)

×‖ f j(s,yn
ρ(s,yn

s )
)− f j(s,yρ(s,ys))‖Eds

+T δ
Γ(2−δ )

[ n

∑
j=1

T 1+α−β j−δ

Γ(2+α−β j−δ )

×‖ f j(s,yn
ρ(s,yn

s )
)− f j(s,yρ(s,ys))‖E

− T 1+α−δ

Γ(2+α−δ )
‖ f0(s,yn

ρ(s,yn
s )
,K(yn)(s))

− f0(s,yρ(s,ys),K(y)(s))‖Eds
]
,

which implies that Q1 is continuous on Br.

Also, Q1 is uniformly bounded on Br.

‖Q1y‖PC T

≤ T 1+α

Γ(2+α)
‖ν f0‖L1

−
n

∑
j=1

T 1+α−β j

Γ(2+α−β j)
‖ν f j‖L1

+T δ
Γ(2−δ )

[ n

∑
j=1

T 1+α−β j−δ

Γ(2+α−β j−δ )
‖ν f j‖L1

− T 1+α−δ

Γ(2+α−δ )
‖ν f0‖L1

]
,

Next, we show that Q1 is equicontinuous. Let τ1,τ2 ∈
(tl , tl+1],1 ≤ l ≤ m such that τ1 < τ2 and y ∈Br. Using the
fact that f0 and f j are bounded on a compact set f0(t,ψ,x)≤
M f0 and f j(t,ψ)≤M f j , we have

‖Q1y(τ2)−Q1y(τ1)‖E

≤‖
∫

τ2

0

(τ2− s)α

Γ(1+α)
f0(s,yρ(s,ys),K(y)(s))ds

−
∫

τ1

0

(τ1− s)α

Γ(1+α)
f0(s,yρ(s,ys),K(y)(s))ds‖E

+
n

∑
j=1
‖
∫

τ2

0

(τ2− s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds

−
∫

τ1

0

(τ1− s)α−β j

Γ(1+α−β j)
f j(s,yρ(s,ys))ds‖E

+
(τ2− τ1)Γ(2−δ )

T 1−δ

×
[ n

∑
j=1

∫ T

0

(T − s)α−β j−δ

Γ(1+α−β j−δ )
‖ f j(s,yρ(s,ys))‖ds

+
∫ T

0

(T − s)α−δ

Γ(1+α−δ )
‖ f0(s,yρ(s,ys),K(y)(s))‖Eds

]
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≤
∫

τ1

0

|(τ2− s)α − (τ1− s)α |
Γ(1+α)

M f0ds

+
(τ2− τ1)

1+α

Γ(2+α)
M f0ds

+
n

∑
j=1

∫
τ1

0

|(τ2− s)α−β j − (τ1− s)α−β j |
Γ(1+α−β j)

M f j ds

+
(τ2− τ1)

1+α−β j

Γ(2+α−β j)
M f j +

(τ2− τ1)Γ(2−δ )

T 1−δ

×
[ n

∑
j=1

aα−β j−δ M f j +aα−δ M f0

]
→ 0,

as τ2→ τ1. So Q1 is equicontinuity for each (tl , tl+1],1≤ l ≤
m; hence Q1 is relative compact on Br. We conclude by utiliz-
ing PC-Arzela Ascoli theorem [37, Theorem 2.12] that Q1 is
compact operator. Hence, we obtain that the Q = Q1 +Q2 is
condensing map on Br. Therefore, by using Sadovskii fixed
point theorem the system (1.1)− (1.3) with the boundary
condition (1.4) has a fixed point in Br.

Next, we state the existence results for the system (1.1)−
(1.3) with the boundary condition (1.5) without proof since
the proof can be produced on similar lines as we obtained for
the system (1.1)− (1.3) with the boundary condition (1.4).

Theorem 3.5. Assume that the assumptions (A1)− (A2) are
fulfilled, then the system (1.1)− (1.3) with the boundary con-
dition (1.5) has a unique solution on [−τ,T ] if Θm < 1, where

Θm :=
[

µg +
T p
d

µh +
n

∑
j=1

(
aα−β j−1 p+aα−β j

)
µ f j

+

(
aα−1 p+aα

)
[µ f0 +µ

0
f0K0]+mµI

+
m

∑
k=1

Γ(2− γ)

t1−γ

k

(p+T )µJ

]
,

where p = T d
c+d .

Theorem 3.6. Assume that the assumptions (A2)− (A3) are
fulfilled, then the system (1.1)− (1.3) with the boundary con-
dition (1.5) has at least one solution on [−τ,T ] if ∆m < 1,
where

∆m =

[
µg +

T p
d

µh +mµI +
m

∑
k=1

Γ(2− γ)

t1−γ

k

(p+T )µJ

]
.

(3.5)

4. Example
Consider the following impulsive fractional differential equa-
tion

cD1+ 7
8 y(t)+cD

5
8

[
sin ty(t−σ(y(t)))e−t

(t +5)2 + y2(t−σ(y(t))

]

+cD
3
8

[ te−2t sin
(

y(t−σ(y(t)))
5

)
(t +5)+ y2(t−σ(y(t))

]
=

ety(t−σ(y(t)))
36+ y2(t−σ(y(t))

+
∫ t

0
cos(t− s)

y(s)es

20+ y2(s)
ds, (4.1)

for t ∈ (0,1)− 1
2 .

∆y(
1
2

−
) =

‖y( 1
2
−
)‖

15+‖y( 1
2
−
)‖

, (4.2)

∆(cD
4
5 y(

1
2

−
)) =

‖y( 1
2
−
)‖

17+‖y( 1
2
−
)‖

, (4.3)

y(t)+
m

∑
i=1

∫ 1

0
H(t−ξ )y(t−σ(y(t)))(ξ )dξ = φ(t), (4.4)

for t ∈ [−τ,0]. Subject to the fractional order δ = 1
2 boundary

conditions

4(cD
1
2 y(0))+5(cD

1
2 y(T )) =

1
20

∫ T

0
[sin(s−1)y1 + s2y2

+ sin(y3 +1)]ds, (4.5)

and when δ = 1 i.e.

4(y′(0))+5(y′(T )) =
1

20

∫ T

0
[sin(s−1)y1 + s2y2

+ sin(y3 +1)]ds, (4.6)

where φ ∈ C ([−τ,0],E), K(t − ξ ) ∈PC ([−τ,0],E), and
σ ∈C (E, [0,∞)),0< t1 = 1

2 < 1. Set ω > 0, and chose PC ω

such that

PC ω = {φ ∈PC ((0,∞],E) : lim
t→−τ

eωt
φ(t)exist},

with the norm ‖φ‖ω = supt∈(0,∞] e
ωt |φ(t)|,φ ∈PC ω .

We set ρ(t,ϕ) = t−σ(ϕ(0)), then f1(t,ϕ) =
(ϕ)e−t sin t
(t+5)2+(ϕ)2 ,

f2(t,ϕ)=
te−2t sin( (ϕ)5 )

(t+5)+(ϕ)2 , f0(t,ϕ,K(y)(t))= et (ϕ)
36+(ϕ)2 +

∫ t
0 cos(t−

s) y(s)es

20+y2(s)ds, g(ϕ)(t) = ∑
m
i=1
∫ 1

0 K(t−ξ )ϕ(ξ )dξ and

h(s,y1(s), ldots,y3(s)) = [sin(s− 1)y1 + s2y2 + sin(y3 + 1)].
For convenience, we assume H0 = supt∈[0,1]

∫ 1
0 H(t−ξ )dξ <

1
3 .
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Further, we have

‖ f0(t,ψ,x)− f0(t,χ,y)‖E ≤
e

36
‖ψ−χ‖+ e

20
‖x− y‖E,

‖ f1(t,ψ)− f1(t,χ)‖E ≤
1

25
‖ψ−χ‖,

‖ f2(t,ψ)− f2(t,χ)‖E ≤
1

25
‖ψ−χ‖,

‖h(t,x1, . . . ,x3)−h(t,y1, . . . ,y3)‖E ≤
1

20
‖x− y‖E,

‖Ik(x)− Ik(y)‖E ≤
1

15
‖x− y‖E,

‖Jk(x)− Jk(y)‖E ≤
1

17
‖x− y‖E,

‖g(ϕ)−g(χ)‖E ≤ H0‖ϕ−χ‖,

for all x,y ∈ E,ψ,χ ∈ PC ω and t ∈ [0,1] and moreover
‖ f0(t,ψ,x)‖E ≤ et , ‖ f1(t,ψ)‖E ≤ e−t , and ‖ f2(t,ψ)‖E ≤
e−2t b = 0.8862, and p = 0.5556. Now, we have the fol-
lowing results

(i)
[

µg+
T b
d µh+∑

n
j=1

(
aα−β j−δ b+aα−β j

)
µ f j +

(
aα−δ b+

aα

)
[µ f0 +µ0

f0
K0]+mµI +∑

m
k=1

Γ(2−γ)

t1−γ

k
(T +T δ )µJ

]
=

H0 + 0.6054 < 1. Hence by Theorem 3.1, the system
(1.1)− (1.3) with (1.4) admit a unique solution.

(ii)
[

µg +
T b
d µh + mµI + ∑

m
k=1

Γ(2−γ)

t1−γ

k
(T δ + T )µJ

]
= H0 +

1.996 < 1. Hence by Theorem 3.4, the system (1.1)−
(1.3) with (1.4) admit at least one solution.

(iii)
[

µg+
T p
d µh+∑

n
j=1

(
aα−β j−1 p+aα−β j

)
µ f j +

(
aα−1 p+

aα

)
[µ f0 + µ0

f0
K0] +mµI +∑

m
k=1

Γ(2−γ)

t1−γ

k
(p+ T )µJ

]
=

H0 + 0.4951 < 1. Hence by Theorem 3.5, the system
(1.1)− (1.3) with (1.5) admit a unique solution.

(iv)
[

µg +
T pµh

d +mµI +∑
m
k=1

Γ(2−γ)

t1−γ

k
(p+T )µJ

]
= 0.1688+

H0 < 1. Hence by Theorem 3.6, the system (1.1)−
(1.3) with (1.5) admit at least one solution.

5. Conclusion
In this paper, an approach has been developed for some results
on existence and uniqueness of solutions for a class of sys-
tems governed by (1.1)− (1.5) along with finite delay. The
existence and uniqueness results have been established under
more general settings via fractional order impulsive conditions
(1.3) with fractional order and integer order boundary con-
ditions (1.4) and (1.5), respectively. The differential system
(1.1)− (1.5) describes diffusion wave character of a phenom-
ena [32, 36]. Moreover, instantaneous forces present in the
phenomena at certain points may be characterized more pre-
cisely by fractional order impulsive conditions (1.3) rather

than integer one (see [19, 25]). The results are illustrated with
a well-analyzed example in Section 4.

Acknowledgment
The work of the first author is supported by the “Ministry
of Human Resource and Development, India under grant
number:MHR-02-23-200-44”.

References
[1] G. Adomian and G. E. Adomian, Cellular systems and

aging models, Comput. Math. Appl. 11(1985), 283–291.
[2] R. P. Agarwal, M. Benchohra and S. Hamani, A survey on

existence results for boundary value problems of nonlin-
ear fractional differential equations and inclusions, Acta
Appl. Math., 109(2010),973-1033.

[3] E. Alvarez-Pardo and C. Lizama, Mild solutions for multi-
term time-fractional differential equations with nonlocal
initial conditions, Elec. J. Diff. Eqn., 39 (2014), 1–10.

[4] A. Anguraj and P. Karthikeyan, Anti periodic boundary
value problem for impulsive fractional integro differential
equations, Fract. Calc. Appl. Anal., 3(2010), 281-294.

[5] A. Anguraj, P. Karthikeyan, M. Rivero and J.J. Trujillo,
On new existence results for fractional integro-differential
equations with impulsive and integral conditions, Comput.
Math. Appl., 66(2014), 2587–2594.

[6] B. Asma and S. Mazouzi, Existence results for certain
multi-orders impulsive fractional boundary value prob-
lem, Results Math., 66(2014), 1-20.

[7] G. Barenblat, J. Zheltor and I. Kochiva, Basic concepts in
the theory of seepage of homogeneous liquids in fissured
rocks, Journal of Applied Mathematics and Mechanics,
24 (1960), 1286–1303.

[8] A. Bashir, On nonlocal boundary value problems for non-
linear integro-differential equations of arbitrary fractional
order, Results Math., (2013), 1–12.

[9] K. W. Blayneh, Analysis of age structured host-parasitoid
model, Far East J. Dyn. Syst., 4(2002), 125–145.

[10] N. S. Boris, A fixed point principle, Functional Analysis
and its Applications, (1967), 151–153.

[11] L. Byszewski, Theorems about existence and uniqueness
of solutions of a semi-linear evolution nonlocal Cauchy
problem, J. Math. Anal. Appl., (1991), 494-505.

[12] L. Byszewski and V. Lakshmikantham, Theorem about
the existence and uniqueness of a solution of a nonlocal
abstract Cauchy problem in a Banach space, Journal of
Applied Analysis, (1991), 11-19.

[13] R. Chaudhary and D. N. Pandey, Monotone itera-
tive technique for neutral fractional differential equa-
tion with infinite delay, Math. Meth. Appl. Sci., 2016,
DOI:10.1002/mma.3901.

[14] R. Chaudhary and D. N. Pandey, Existence results for
nonlinear fractional differential equation with nonlocal
integral boundary conditions, Malaya J. Mat., 4(3)(2016),
392–403.

634



Existence results for multi-term time-fractional impulsive differential equations with fractional order boundary
conditions — 635/635

[15] A. Debbouche, D. Baleanu and R. P. Agarwal, Nonlo-
cal nonlinear integrodifferential equations of fractional
orders, Bound. Value Probl., 78(2012), 1–10.

[16] K. Diethelm and A. D. Freed, On the solution of non-
linear fractional order differential equations used in the
modeling of viscoelasticity. In Scientific Computing in
Chemical Engineering II-Computational Fluid Dynam-
ics, Reaction Engineering and Molecular Properties, Keil
F,MackensW,VossH,Werther, J. (eds). Springer-Verlag:
Heidelberg, (1999), 217–224.

[17] L. Fang and H. Wang, Solvability of boundary value
problems for impulsive fractional differential equations
in Banach spaces, Adv. Difference Equ., 2014, DOI
10.1186/1687-1847-2014-202.

[18] M. Feckan, Y. Zhou and J. Wang, On the concept and
existence of solution for impulsive fractional differential
equations, Commun. Nonlinear Sci. Numer. Simul., 17
(2012), 3050–3060.

[19] V. Gupta and J. Dabas, Functional impulsive differential
equation of order α ∈ (1,2) with nonlocal initial and
integral boundary conditions, wiley online library.com
DOI: 10.1002/mma.4147.

[20] M. Giona, S. Cerbelli and H. E. Roman, Fractional dif-
fusion equation and relaxation in complex viscoelastic
materials, Physica A 191 (1992), 449–453.

[21] R. Hilfer, Applications of Fractional Calculus in Physics,
World Scientific, Singapore, 2000.

[22] T. Jessada, N.Sotiris and S. Weerawat, Fractional integral
problems for fractional differential equations via Caputo
derivative, Adv. Difference Equ., (2014), 1–17.

[23] H. Jiang, F. Liu, I. Turner and K. Burrage, Analytical
solutions for the multi-term time-fractional diffusion-
wave/diffusion equations in a finite domain, Comput.
Math. Appl., 64(10)(2012), 3377-3388.

[24] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory
and Applications of Fractional Differential Equations,
North-Holland Mathematics Studies 204, Elsevier Sci-
ence B.V., Amsterdam, 2006.

[25] N. Kosmatov, Initial value problems of fractional order
with fractional impulsive conditions, Results in Mathe-
matics, 63(2013), 1289-1310.

[26] A. G. Lakoud and D. Belakroum, Rothe’s method for
telegraph equation with integral conditions, Nonlinear
Anal., 70(2009), 3842–3853.

[27] X. Liu and L. Yiliang, Fractional differential equations
with fractional non-separated boundary conditions, Elec.
J. Diff. Eqn., 25(2013), 1–13.

[28] J. Losada, J.J. Nieto and E. Pourhadi, On the attrac-
tivity of solutions for a class of multi-term fractional
functional differential equations, J. comput. appl. math.,
(2015)http://dx.doi.org/10.1016/j.cam2015.07.014.

[29] F. Mainardi; Fractional Calculus: Some basic problems
in continuum and statistical mechanics, in Fractals and
Fractional Calculus in Continuum Mechanics, New York:
Springer, 1997.

[30] K. S. Miller and B. Ross, An introduction to the fraction-
alcal cululus and fractional differential equations, Wiley,
New York, 1993.
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