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Abstract. We introduce two new concepts which are the k to k substitution and k to k£ exchange of a letter on infinite words.
After studying the return words and the special factors of words obtaining by these applications on Sturmian words and
modulo-recurrent words. Next, we establish the complexity functions of these words. Finally, we determine the palindromic
complexity of these words.

AMS Subject Classifications: 68R15, 11B85, 03D15.

Keywords: Sturmian words, modulo-recursive, k to k substitution, k to k exchange, complexity function, palindrome.

Contents

1 Introduction 82

2 Background 83
2.1 Combinatorial properties . . . . . . . . . . .. e e e e e e e e e e 83
2.2 Sturmian words and modulo-recurrent words . . . . . . .. ... 84

3 k to k substitution and % to k& exchange of letter in infinite words 85
3.1 Return words and special factorsinv. . . . . . .. ... oL 85
3.2 Complexity function of the infiniteword v . . . . . . . . ... ... ... ... 87
3.3 Complexity function of the infinite wordw . . . . . . . .. .. ... ... ... ... ..., 89

4 Palindromic study of v and w 89

1. Introduction

The complexity function, which counts the number of distinct factors of given length in some infinite word,
is often used in characterization of some families of words [1]. For instance, Sturmian words are the infinite
words non eventually periodic with minimal complexity [9, 10]. Over the past thirty years, Sturmian words
are intensively studied. Thus, these investigations has led to numerous characterizations and various properties
[5, 6, 8, 13, 14] on these words. In [2, 11, 12], the palindromic factors are used abundantly to study Sturmian
words.
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words

The notion of k to k insertion of a letter on infinite words was introduced in [13], and widely studied in
[4, 12]. Later in [3], authors has studied the notion of k to k erasure of letter on infinite words .

Now, we introduce the concepts of k to k substitution and £ to k exchange of letter on infinite words. The
first notion consists to substitute a letter steadily with step of length %k in some infinite words namely Strumian
words and modulo-recurrent words. Thus, the new word obtaining by this application is called word by k to
k substitution of letter. The second consists to exchange a letter steadily with step of length &k in the same
infinite words. Therefore, the new word obtaining by this application is called word by k to k exchange of letter.
This paper is focused in the studying of combinatorial properties of these two new types of words obtaining on
strumian words and modulo-recurrent words.

The paper is organized as follow. In the Section 2, we give useful definitions and notations in combinatorics
on words, and we recall some properties of Sturmian words and modulo-recurrent words. In Section 3, we
study the special factors and we determine the complexity of words obtained by k to k substitution and by k to
k exchange of letter on uniformly modulo-recurrent words. The study of some palindromic properties and the
palindromic complexity of these words are established in Secttion 4.

2. Background

2.1. Combinatorial properties

An alphabet A, is a non empty finite set whose the elements are called letters. A word is a finite or infinite
sequence of elements over .A. The set of finite words over A is denoted A* and &, the empty word. For any
u € A*, the number of letters of w is called length of u and it is denoted |u|. Moreover, for any letter = of A, |ul,
is the number of occurrences of = in u. A word u of length n written with a unique letter x is simply denoted
u=z"

Let u = x129 - - - 2, be a word such that z; € A, for all ¢ € {1,2,...,n}. The image of u by the reversal
map is the word denoted @ and defined by w = x,, - - - x221. The word @ is simply called reversal image of u. A
finite word w is called palindrome if @ = w. If u and v are two finite words over A, we have Tv=vu.

The set of infinite words over A is denoted A% and we write A = A* U A%, the set of finite and infinite
words. An infinite word u is said to be aperiodic if there exist two words v € A* and w € A™ such that u = vw“.
If v = ¢, then u is periodic.

Letu € A and w € A*. The word w is a factor of w if there exist u; € A* and uy € A such that
u = ujwuy. The factor w is said to be a prefix (respectively, a suffix) if u; (respectively, uz) is the empty word.

A word u is said to be recurrent if each of its factors appears infinitly in u. A word u is said to be uniformly
recurrent if for all integers n, there exists an integer N such that any factor of length IV in u contains all the
factors of length n.

A non-empty factor w of u, is said to be right (respectively, left) extendable by a letter x in u if wx
(respectively, zw) appears in u. The number of right (respectively, left) extensions of w, is denoted dFw
(respectively, 9~ w). The factor w is said to be right (respectively, left) special in u if 9w > 1 (respectively,
O~w > 1). If 0Tw = 2 (respectively, 07w = 3), we say that w have two-right (respectively, three-right)
extensions in u. The factor w is said to be bispecial in u if w is both right and left special.

Let u be an infinite word over .A. The set of factors of length n in u, is written L, (u) and the set of all factors
in u is denoted by L(u). Letu = xgz125 - - -, where z; € A, ¢ > 0 be an infinite word and w his factor. Then, w
appears in u at the position [ if w = 212141 - - Tj4n—1-

The complexity function of a given infinite word u is the map of N to N* defined by p,(n) = #L,,(u), where
#L,,(u) designates the cardinal of L,, (u).

This function is related to the special factors by the relation (see [7]):

pu(n+1) —pu(n) = Z (0 (w) —1).

wEL,, (u)
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We call first rigth (respectively, left) difference of the complexity function py, the functions defined for any
integer n by:

ra(n)= > (0T(w)—1) and L(n)= > (0 (w)-1).

wEL,, (u) wEL,, (u)
The set of palindromic factors of length n in u is denoted Pal,, (u), and the set of all palindromic factors in u,
is denoted Pal(u). The palindromic complexity function of u is the map of N to N, defined by:
p2(n) = #Pal,,(u).

A word u € A is said to be rich if for any factor w of u, the number of palindromic factor in w is |w| + 1.
Letu = zgx12223 - -+ be an infinite word. The window complexity function of u is the map, p{: of N into

N*, defined by:

f

pa(n) = # {zknxkn—&-l C o Tp(k+1)—1 ¢ k> 0} .

The shift is the application S of A% to A“ which erases the first letter of some given word. For instance,
S(ll) =X1T2" " .
A morphism f is a map of A* into itself such that f(uv) = f(u)f(v), for any u, v € A*.
2.2. Sturmian words and modulo-recurrent words
In this subsection, we recall some useful properties on Sturmian words and modulo-recurrent words.

Definition 2.1. An infinite word u over Ay = {a, b} is said to be Sturmian if for any integer n, py(n) = n + 1.

The well-known Sturmian word in the literature is the famous Fibonacci word. It is generated by the
morphism ¢ defined over Ay = {a, b} by:

v(a) = aband p(b) = a.

Definition 2.2. [8] An infinite word u = xgx1T5 - - - is said to be modulo-recurrent if, any factor w of u appears
in u at all positions modulo 1, for all i > 1.

Proposition 2.1. [8] Let u € A such that py(n) = (#A)", for all n € N. Then, u is a modulo-recurrent word.

Definition 2.3. Let u be a modulo-recurrent word. Then, u is called non-trivial if there exists an integer ng such
that for all n > ny:

pu(n) < (#A)™.

Definition 2.4. Let u be an infinite word. Then, u is said to be uniformly modulo-recurrent if it is uniformly
recurrent and modulo-recurrent.

Definition 2.5. A factor w of some infinite word W is said to be a window factor when it appears in u at a mutiple
position its length.

Let us denote L£ (u), the set of n-window factors of u for a given factor of length n. Thus, his cardinal is
f
pu(n).

Theorem 2.6. [13] Every Sturmian word is modulo-recurrent.

It is clear that the Sturmian words are non-trivial and uniformly modulo-recurrent. The champernowne word
is modulo-recurrent but does not uniformly recurrent.
The following theorem presents some characterization on Sturmian words.
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words

Theorem 2.7. [11] Let u be a Sturmian word. Then, for all n € N, we have:

1 if n is even
al _
P (n) = { 2 otherwise.

The modulo-recurrent words can be characterized by their window complexity as follow:

Theorem 2.8. [8] A recurrent word u is modulo-recurrent if and only if pl (n) = pu(n), for all n. > 1.

3. k to k substitution and % to £ exchange of letter in infinite words

We introduce two new concepts called k to &k substitution and k to k exchange of a letter in infinite words with

k > 1. We study the combinatorial properties of these words.

Definition 3.1. Let u be an infinite word over A in the form:
U = ToMmox1M1T2MoI3Mg ***XTiMy; -+

withm; € Lp(u) etz; € A i € N

Let us substitute the letters x; with a letter ¢ ¢ A in w. Then, we obtain an infinite word:

V = CcmpCnmicmaocCmsc:---Ccm;C:- - - .

This new word is called word by k to k substitution of letter in w and is denoted v = Sf(u).

Now, Let us denote ~, the circular exchange map of letter defined over A and exchange the letters x; in u.

Thus, we obtain the word.:
W = fomoflmlfg’fng.’fgmg s flml LN

It is called word by k to k exchange of a letter in u and denoted by w = &, (u).

Example 3.1. Let us consider the Fibonacci word
f = abaababaabaababaababaababaabaababaa - - - .

Then, we have:
S5(f) = cbaacabacbaacabacbabcabacaabeabacaa - - -

called word by 3 to 3 substitution of the letter ¢ in f.

& (f) = bbaaaabbabbaaaabbabbabbabbaaaabbabbaaaaa - - -

called word by 2 to 2 exchange of letter in f.

3.1. Return words and special factors in v

We study the return words of the extrenal letter ¢ and special factors in v.

Proposition 3.1. Ler u be a recurrent word such that v = S§(u). Then, we have:
Rety(c) C {emi;m; € L(a)}.

Proof. We have Rety(c) = {cS(w;); w; € L£ +1(u)}. Moreover, we have

{S(w;);w; € LY, ;(w)} C Ly(u). Asaresult, {cS(w;);w; € LY, (w)} C {emi;m; € Ly(u)}.
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Corollary 3.1. Ler u be a modulo-recurrent word such that v = S§(u). Then:
#Rety(c) = pu(k).

Proof. According to Proposition 3.1, we have Rety(c) C {em;;m; € Li(u)}. Let us consider vy € {em;;m; €
Ly (u)}, then there exists m;, € Ly(u) such that v; = c¢m;,. Since u is modulo-recurrent, then cm;, € L(v),
i.e. v1 € L(v). Hence, {cm;; m; € Lg(u)} C Rety(c). So, Rety(c) = {cm;; m; € Li(u)}, i.e. #Rety(c) =
pu(k). |

Lemma 3.1. Let u be a Sturmian word and w a factor of v = S;(w). Then, w admits three-right (respectively,
three-left) extensions in v if and only if |w| < k and w is right (respectively, left) special in u.

Proof. Let us consider w € L(v).

CS: Let us assume that |w| < k such that w is a rigth special factor of u. Then, wa and wb are factors of
textbfu. In addition, |wa| = |wb| < k. Thus wa, wb € L(v) since u is modulo-recurrent. Therefore, u being
modulo-recurrent then by Corollary 3.1, we have wc € L(v). So, w have three-right extensions in v.

CN: Let us suppose that w have three-right extensions in v. We discuss over the length of w.

Case 1: |w| < k. Since we € L(v), then w € L(u) and wa, wb € L(v). Thus, we have wa, wb € L(u).

Case 2: |w| = k. Then, w have three-right extensions in v, i.e. w € L(u). In addition, any factor of length
(k+1) in v contains exactly one occurrence of the letter c¢. That implies wa, wb ¢ L(v). This contradicts the fact
that w have three-right extensions in v.

Case 3: |w| > k. Then, w is in the form w = wpcw; with |w1| = k. Since w is right special in v then
wy € L(u). By a similar reasoning to the case 2, we have a contradiction.

Hence, in all cases, w have three-right extensions in v if |w| < k.

With the same arguments we can show that w have also three-left extensions in v. |

Theorem 3.2. Let u be a Sturmian word over Ay and v = S;(0). Then, the number of three-right (respectively,
three-left) extensions of length n in v is:

1 if n<k
0 otherwise.

Tripy(n) = {

Proof. Let us consider w € L(v). Then, by Lemma 3.1, w have three-right (respectively, three-left) extensions
in v if and only if w is right (respectively, left) special in w and |w| < k. Since u is Sturmian, then for each length
n, u have only one right (respectively, left) special factor. Consequently, v produces three-right (respectively,
three-left) extensions factor of length n if n < k and neither otherwise. |

Theorem 3.3. Let u be a Sturmian word over Ay and v = Sg(u). Then, the number of two-right (respectively,
two-left) extensions of length n in v is:

. _f2n+1 if n<k
Bipy(n) = { kE+1 otherwise.

Proof. Let us designate by Bry(n), the set of factors of length n having two-right extensions in v and denote w,,
the right special factor of length n in u. It follows that:

e For n < k, we have:
Bry(n) = Ly (u)\{w,} U{toct1 Dtoxty = wp; |t =0,1-+- ;n—1} U{tc it =wWp_1}.

Consequently, Bipy(n) = 2n + 1.
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e For n > k, we have:
Bry(n) = {toctictac- - - cty : toxr1t1Tatoxs - - - Tyty = Wy} U{tc it=wp_1}

with |to| < k,|tq| <k —1land|t;| =k, Vi=1,2,--- ,¢— 1.
Hence, Bipy(n) = k + 1. [ |

Remark 3.1. Let u be a Sturmian word over A, and v = S§(u). Then, any right (respectively, left) special factor
of length n in v with (n > k), give two-right (respectively, two-left) extensions in v.

3.2. Complexity function of the infinite word v

In this subsection, we determine the complexity function for the word v obtaining by k to k substitutiton of letter
in some infinite word u.

Let u; € L(u) for a given infinite word u. Then, we denote by F(u), the set of words obtaining by
substitution of the letter ¢ in uq, i.e.

Fi(ur) = {toctictac: - - cty : toxrtiTatoxs - - - Tty = ua; [tol, |tg] < k|t =k, Vi=1,2,...,¢—1}.
Proposition 3.2. Let u be a modulo-recurrent word such that w1 € L(u) and v = Sf(u). Then:
Fr(uy) C L(v).
Remark 3.2. Any factor of length n in v comes from a factor of length n in u.

N N if fu| >k
#Fk(u1) = { kE+1 otherwise.

Lemma 3.2. Let us consider v1,vy € Ly, (V). Then:
[vi]e = [vale] < 1.
Proof. By Remark 3.2, the k to k substitution conserve the lengths of factors. |

Proposition 3.3. Let u be an infinite word such that v = S§(w). Then, for any integer n > 1, we have:

(n+ Dpy(n) —ry(n—1) = ly(n—1) if n<k
pv(n) < { (k+ Dpu(n) —ra(n — 1) —la(n — 1) if n> k.

Proof. Firstly, the substitutions starting with the first letter of extensions to the left of the same special factor to
the left give the same factor. The same applies to substitutions ending in the last letter extensions to the right of
the same special factor to the right give the same factor. Thus, according to the values of k£ and n we have two
cases.

Case 1 : n < k. Then, some factors of u of length n are also factors of v. Moreover, the other factors of v of
length n are produced from factors of u of length n by substitution of one letter. Thus, we have:

L,(v) CL,(u) U {res; rxs € Ly(u),x € A}.

Consequently, we have the following inequality: py(n) < py(n) + npu(n) —ru(n — 1) = ly(n — 1), i.e. py(n) <
(n+ Dpu(n) —ra(n — 1) — ly(n — 1), for all n < k.

Case 2 : n > k. Then, any factor of length n in v contains at least one occurrence of the letter c. By
Remark 3.2, any factor of length n in u prodruces at most (k + 1) factors of length n in v. Hence, py(n) <
(k+ Dpy(n) —ry(n — 1) — ly(n — 1), forall n > k.
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Corollary 3.2. Let u be a uniformly modulo-recurrent word and v = S§(w). Then, the complexity function of v
is given by:

[ #A)+1 if n=1
pv(n){(n—l—l)pu(n)—Tu(n—l)—lu(n—l) if 1<n<k.

Proof. Since u being modulo-recurrent, then by Proposition 3.2, all substitutions of factors of u give the factors
of v. By using the Proposition 3.3, we deduce
pv(n) =+ Dpu(n) —ry(n —1) = lu(n—1) if 1<n<k. [ ]

For the following, we need the definition below.

Definition 3.4. Let u be a uniformly modulo-recurrent word and uy be a factor of u. Then uy is said to be
sufficiently long if, it contains all the (k 4+ 1)-window factors of u.

Now, we denote ng, the minimal length of the sufficiently long factors of u. The next Lemma allowed to
determine the complexity function of v.

Lemma 3.3. Let u be a uniformly modulo-recurrent word over A. Let uy, us be two distinct sufficiently long
factors of u such that S(u1) # S(uz) with uyz =" # ugy ! where x,y € A. Then, the words obtained by k to k
substitution of letter in uy and uy are distinct in Sg(u).

Proof. Let us consider |S(u1)| > ng and |S(uz2)| > ng. We have two cases.
Case 1: |u1| # |uz|. Then uy and uy give distinct factors, since the & to k substitution preserve the lengths.
Case 2 : |uj| = |ua|. Then, let us assume that S(u;) # S(ug) and uyz~! # ugy~!. Since u is a modulo-
recurrent and |uq|, |uz| > ng, then we have Fg (u1) N Ff(uz) = 0. [ |

Theorem 3.5. Let u be a uniformly modulo-recurrent word and v = Si(u). Then, the complexity function of v is
given by:
pv(n) = (b + D)pua(n) — ru(n — 1) = lu(n — 1), foralln > ny.

Proof. Let us suppose that u is uniformly modulo-recurrent. Then, by Proposition 3.2, all substitutions of factors
of u give the factors of v. According to Lemma 3.3, we obtain the existence of ng. Thus, the Proposition 3.5
allows us to deduce:

pv(n) = (k+ Dpy(n) — ry(n — 1) — ly(n — 1), forall n > ng.
|

Theorem 3.6. Letr u be a uniformly modulo-recurrent word and v = Si(u). Then, the window complexity
function of v satisfies:

_ {pu(n—1) if n=0 mod (k+1)
p{(n) N {pv(n> otherwise.

Proof. Let us consider n € N and u modulo-recurrent. Then, we have:
eIfn =0 mod (k+ 1), thenletus put n = g(k + 1), ¢ > 1. It follows that:

LI(v) = {emiemac---cmy : mymyxs - xgmg € L (0); |my| =k; i =1,...,q}
LL(v) = {emiemac---cmy - myzs - xgmg € Ly_1(); |my| =k; i =1,...,q}.
Thus, #Lf,(v) = #L,_1(w), i.e. pf (n) = pu(n — 1),
e Otherwise we have allways that #L/ (v) = #L/ (u) = #L,, (u) . |
S
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Corollary 3.3. Let u be a Sturmian word and v = S§(u). Then, we have:
o forn <k,
_J3 if n=1
pV(n)_{n2+2n—1 if 1<n<k;

e forn > ny,
py(n)=kn+n+k—1, forall n > ny.

Proof. We have L;(v) = {a, b, c}, so py(1) = 3. According to Definition 2.1,
we have 74(n) = ly(n) = 1, for all n € N. Hence, by Corollary 3.2 we have py(n) =n? +2n — 1if 1 <n < k
and by using the Theorem 3.5, we deduce that py(n) = kn +n + k — 1, for all n > ny. [ |

Corollary 3.4. Let u be a non-trivial and uniformly modulo-recurrent word over A and
v =S¢ (u) with x € A. Then, the complexity function of v satisfies:
pv(n) = (k4 Dpu(n) — ry(n — 1) — ly(n — 1), for all n > ny.

Proof. The k£ to k substitution of an internal and external letter in the modulo-recurrent words are the same for
longer lengths. In addition, u being uniformly recurrent, thus by Lemma 3.3, we have the existence of ny. Hence,
by Theorem 3.5, we deduce the equalty. |
3.3. Complexity function of the infinite word w

Here we are focus our study on the complexity function of the word w.

Proposition 3.4. Let u be an infinite word and w = Ei.(w). Then, we have:

(n+1)pu(n) if n<k
<
Pw(n) < { (k + 1)pu(n) if n>k.
Proof. The demonstration is similar to Proposition 3.3. |

Theorem 3.7. Let u be a non-trivial and uniformly modulo-recurrent word and w = Ei,(u). Then, the complexity
function of w is given by:
pw(n) = (k+ 1)pu(n), forall n > ny.

Proof. Since u is uniformly modulo-recurrent. Then, by Definition 3.4, any factor of length n (n > ng) inu
produces (k + 1) distinct factors of length n in w. Hence, pw(n) = (k + 1)pu(n). [ |

Remark 3.3. Let v = S;(u) and w = & (u) be two infinite words for a given word u. Then, we have:
(i) The word v (respectively, w) is aperiodic if and only if u is aperiodic.

(i) The word v (respectively, w) is recurrent if and only if u is recurrent.

4. Palindromic study of v and w

In this section, we prove that v and w have the same palindromic complexity function if u is non-trivial and
uniformly modulo-recurrent and then we give this complexity.

Proposition 4.1. Let u be a modulo-recurrent word such that v = S (u) and w = &y (u) with x € A. Then, the
language L(v) (respectively, L(w)) is stable by reversal map if and only if L(u) is stable by reversal map.

Remark 4.1. Any palindromic factor of v (respectively, w) comes from a palindromic factor of u.

Proposition 4.2. Let u be an infinite word. Then, the palindromic complexity function of v is given by:
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o forn <k,

al 3
» _[p (n) if meven
py(n) < 2pat(n) otherwise.

e form > k, there exists two integers q and r such thatn = (k + 1)g+rwith0 <r < kand ¢ > 1;

2pa(n) if k,rodd
pi(n) << 0 if kodd,reven
p3(n) otherwise.
Proof. e For n < k, the factors of length n in v are factors of u and those of v in the form rcs with

rxs € Ly, (u). We obtain:

Pal,,(v) C Pal, (u) U {tct; tat € Pal,(u),x € A} .

e Forn > k,wehaven = (k+ 1)g+r with0 < r <k, ¢ > 1. According to Lemma 3.2, for v; € L, (v)

we have |v1]. € {g,q + 1} with ¢ = Z;r?ln = LﬂzlJ

k+r
Pal,, (v) C {mocmlcmgc- S CMyg L METIMATe -+ TgMg € Pal(pp1yqqr(0); [mo] = |my| = }

r—1
U {mocmla S CMGCMg 1 ML -+~ Tqy1Mgr1 € Palgyqygrr ()5 [mo| = [mgy1| = }

If k and r are odd, then k + 7 and r — 1 are even. Thus, we have p%(n) < 2p2(n).

- If k and r are even, then k + r is even and r — 1 is odd. So, we have p (n) < p2(n).

If k is even and r is odd, then k -+ 7 is odd and r — 1 is even. Thus, we deduce p? (n) < p2!(n).

If k£ is odd and r is even, then k£ + r and  — 1 are odd. Consequently, v does not admit palindromic
factor of length n.

Corollary 4.1. Let u be a uniformly modulo-recurrent word over A such that awa, bwb € Pal(u) implies a = b,
for all a,b € A. Then, the inequality of the Proposition 4.2 becomes an eqality, for all n > ny.

Remark 4.2. Let u be a non-trivial and uniformly modulo-recurrent word over A such that awa, bwb € Pal(u)
implies @ = b, for all a,b € A. Then, v = S (u) and w = & (u) verifie:

p%(n) = p(n), forall n > ny.
Remark 4.3. The k to k substitution and k to k exchange do not preserve:
(1) the palindromic richness with exception where k& = 1;
(i1) the modulo-recursive.

Theorem 4.1. Let u be a Sturmian word over Ay and v = Si(u). Then, we have:

e forn <k,
3 if n=1
pin) =<1 if neven
4 otherwise
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words

e forn > ny,

if k,nodd

if keven,n odd
if k,neven

if kodd,n even.

pi(n) =

S N

Proof. e For n < k. Then for the initial rank n = 1, we have Pal; (v) = {a, b, c}.
Since u is Sturmian then, it is modulo-recurrent. So, by Theorem 3.5, for 1 < n < k, we have:

Pal,, (v) = Pal, (u) U {tct; tat € Pal,(u),x € Az} .

By Theorem 2.7, v admits 1 (respectively, 4) palindromic factors if n is even (respectively, odd).

e n >k, wewriten = (k+ 1)g + r with 0 < r < k. By using the parity of k& and n in Proposition 4.2 and

Corollary 4.1, we have the result by Theorem 2.7 .
|

Remark 4.4. If u is Sturmian then v = S§ (u) is not erasing Sturmian.
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