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solutions of quadratic functional differential
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Abstract

In this paper we prove the existence and approximation theorems for positive solutions of a couple of nonlinear
first order quadratic hybrid functional differential equations with delay under certain mixed conditions of algebra,
geometry and topology. We employ the Dhage iteration method embodied in a hybrid fixed point principle of
Dhage (2014) involving the product of two operators in a partially ordered Banach algebra in the discussion.
A couple of numerical examples are also provided to indicate the applicability of the abstract results to some
concrete problems of quadratic functional differential equations.
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1. Statement of the Problem

Given the real numbers » > 0 and 7 > 0, consider the closed
and bounded intervals Iy = [—r,0] and I = [0, T] of the real
line R and let J = [—1,T]. By ¥ = C(Ip,R) we denote the
class of continuous real-valued functions defined on I,. We

equip the vector space € with he norm || - || defined by — g(tx(t),x) ae.t€l,
xllg = sup |x(0)|. (1.1)
[l _rg(fgo| (0)l o=,

Clearly, % is a Banach space with this supremum norm
and it is called the history space of the functional differential

and PBVP of first order of quadratic hybrid functional differ-
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ential equation (in short QHFDE) with a delay,

(m@f@)(em»)/” (Femmem)

=g(t,x(t),x) ae.re€l,

x(0) =9(0) =x(T)

X0 =9,

(1.4)

forallt €I, where L€ R, A >0,0:1—1I, f:IXRxR—
R\ {0} are continuous functions and g: I X R x & — R is
Caratheddory.

Definition 1.1. By a solution of the QHFDE (1.3) or (1.4) we
mean a function x € C(J,R) that satisfies

(i) xo €C,

(ii) x, € C(Io,R) for eacht €1,

(iii) the map t — is absolutely continuous on I for

_x
flt,x,y)
all x,y € R, and

(iv) x satisfies the differential equation in (1.3) or (1.4) on
I,

where C(J,R) is the space of continuous real-valued functions
defined on J.

The QHFDESs (1.3) and (1.4) are new to the literature
on functional differential equations as far as Dhage iteration
method is concerned for proving the existence and approxi-
mation of the solutions on J. The differential equations with
past history occurs in several natural and physical phenomena.
The details of these facts are given in Hale [20] and the refer-
ences therein. Therefore, it is predicted that the approximation
theorems for differential equations with delay would help to
describe some mixed dynamic systems of the day-to-day life
involving past history.

The QHFDE (1.3) is general in the sense that it includes
some important classes of functional differential equations. If
f(t,x,y) = 1, then the QHFDE (1.3) reduces to the following
FDE with a delay,

(1.5)

X (t)+Ax(t) = g(t,x(t),x) ae.t €1,
X0 =9,

and if f(¢,x,y) = f(t,x), then it reduces to the quadratic FDE
with delay,

(Fastm) ()
(1.6)

Similarly, the QHFDE (1.4) includes the following classes
of PBVPs of functional differential equations. When f(¢,x,y) =
1, then it reduces to the following PBVP with a delay,

X () +Ax(t) = g(t,x(t),x) ae.tel,

x(0) =¢(0) = x(T)

X0 =9,

(1.7)

and if f(¢,x,y) = f(¢,x), then the above QHFDE (1.4) reduces
to the PBVP of quadratic FDE with delay,

a1 N (O N ) e
(f(t,x(r))> o <f(t,x(t))> g(tx(t).x) ae.r€l,
x(0) =¢(0) =x(T)

(1.8)

Nonlinear functional differential equations occur in sev-
eral problems of dynamic systems and have been studied in
the literature for a long time via functional analytic meth-
ods. See Chandrasekhar [1], Deimiling [2], Hale [20] and
references therein. Similarly, quadratic functional differential
and integral equations have also been studied for a long time,
however the study gained momentum after the development
of hybrid fixed point theorems in a Banach algebra due to
Dhage [3, 4]. But the study of FDEs via Dhage iteration
principle is relatively new to the literature. Very recently, a
few results in this direction are obtained in Dhage [12] and a
special class of FDEs has been discussed in Dhage [10, 11]
and Dhage and Dhage [24, 25]. In this paper we study the ex-
istence and approximation results for the QHFDEs (1.3) and
(1.4) via Dhage iteration method and develop an algorithm
for the approximate or numerical solution for the same. The
FDEs (1.5) through (1.8) are also new as for existence and
approximation via Dhage iteration method. Therefore, the
results of this paper includes the existence and approximation
theorems for other functional differential equations as special
cases which are also new to the literature. In the following
section we give some preliminaries and auxiliary results that
will be needed in the subsequent development of the paper.

2. Auxiliary Results

Unless otherwise mentioned, throughout this paper that fol-
lows, let E denote a partially ordered real normed linear space
with an order relation < and the norm || - || in which the addi-
tion and the scalar multiplication by positive real numbers are
preserved by <. A few details of a partially ordered normed
linear space appear in Dhage [6], Heikkild and Lakshmikan-
tham [21] and the references therein.

Two elements x and y in E are said to be comparable
if either the relation x Xy or y < x holds. A non-empty
subset C of E is called a chain or totally ordered if all the
elements of C are comparable. It is known that E is regular

0gl0
S0,
S5027:

(N
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if {x,} is a nondecreasing (resp. nonincreasing) sequence in
E such that x,, — x* as n — oo, then x,, < x* (resp. x, = x*)
for all n € N. The conditions guaranteeing the regularity of £
may be found in Heikkild and Lakshmikantham [21] and the
references therein.

We need the following definitions (see Dhage [6—8] and
the references therein) in what follows.

Definition 2.1. A mapping 7 : E — E is called isotone or
monotone nondecreasing if it preserves the order relation =<,
that is, if x <y implies Tx < Ty forall x,y € E. Similarly,
is called monotone nonincreasing if x <y implies Tx = Ty
for all x,y € E. Finally,  is called monotonic or simply
monotone if it is either monotone nondecreasing or monotone
nonincreasing on E.

Definition 2.2. A mapping .7 : E — E is called partially
continuous at a point a € E if for € > 0 there exists a 6 >0
such that || Tx — T a|| < € whenever x is comparable to a
and ||x—a|| < 8. T called partially continuous on E if it is
partially continuous at every point of it. It is clear that if &
is partially continuous on E, then it is continuous on every
chain C contained in E.

Definition 2.3. A non-empty subset S of the partially ordered
Banach space E is called partially bounded if every chain
C in S is bounded. An operator  on a partially normed
linear space E into itself is called partially bounded if 7 (E)
is a partially bounded subset of E. 7 is called uniformly
partially bounded if all chains C in 7 (E) are bounded by a
unique constant.

Definition 2.4. A non-empty subset S of the partially ordered
Banach space E is called partially compact if every chain C
in S is a compact subset of E. A mapping 7 : E — E is called
partially compact if every chain C in 7 (E) is a relatively
compact subset of E. 7 is called uniformly partially com-
pact if 7 is a uniformly partially bounded and partially com-
pact operator on E. 7 is called partially totally bounded if
for any bounded subset S of E, 7 (S) is a partially compact
subset of E. If 7 is partially continuous and partially totally
bounded, then it is called partially completely continuous
on E.

Remark 2.5. Suppose that .7 is a nondecreasing operator
on E into itself. Then .7 is a partially bounded or partially
compact if .7 (C) is a bounded or relatively compact subset
of E for each chain Cin E.

Definition 2.6. The order relation < and the metric d on a
non-empty set E are said to be 2-compatible if {x,},eN is
a monotone, that is, monotone nondecreasing or monotone
nonincreasing sequence in E and if a subsequence {x,, },cn
of {xu tnen converges to x* implies that the original sequence
{xn }nen converges to x*. Similarly, given a partially ordered
normed linear space (E,=,||-||), the order relation < and the
norm || - || are said to be P-compatible if < and the metric d

defined through the norm || - || are 2-compatible. A subset S
of E is called Janhavi if the order relation =X and the metric
d or the norm || - || are 9-compatible in it. In particular, if
S =E, then E is called a Janhavi metric or Janhavi Banach
space.

Clearly, the set R of real numbers with usual order relation
< and the norm defined by the absolute value function | - |
has this property. Similarly, the finite dimensional Euclidean
space R" with usual componentwise order relation and the
standard norm possesses the compatibility property. In general
every finite dimensional Banach space with a standard norm
and an order relation is a Janhavi Banach space.

Definition 2.7. A upper semi-continuous and monotone non-
decreasing function y : Ry — R is called a P-function
provided y(r) =0 iff r=0. Let (E,=,||-||) be a partially
ordered normed linear space. A mapping 7 : E — E is called
partially nonlinear 9-Lipschitz if there exists a Z-function
v : Ry — Ry such that

17x =Ty < w(llx—yl) 2.1

for all comparable elements x,y € E. If y(r) =kr, k>0,
then T is called a partially Lipschitz with a Lipschitz constant
k.

Let (E,<,]|-||) be a partially ordered normed linear alge-
bra. Denote

A ={x€E|x> 6, where 0 is the zero element of E }

which is closed and convex subset of E. The elements of JZ
are called the positive vectors of the normed linear algebra E.
The set % is called positive in view of the fact that it satisfies
the relation “ u-v € % whenever u,v € ¢ The next lemma
follows immediately from the definition of the set 2" which
is often used in the applications of hybrid fixed point theory
in Banach algebras.

Lemma 2.8 (Dhage [6]). If the elements uy,uz,vi,vo € &
are such that uy < vy and uy <X vy, then ujuy < vivs.

Definition 2.9. An operator 7 : E — E is said to be positive
if the range R(T) of 7 is such that R(T) C ¥ .

The essential idea of Dhage iteration principle may be
described as “ the monotonic convergence of the sequence
of successive approximations to the solutions of a nonlin-
ear equation beginning with a lower or an upper solution
of the equation as its initial or first approximation” and it
is a very powerful tool in the existence theory of nonlinear
analysis. The procedure involved in the application of Dhage
iteration principle to nonlinear equation is called the ” Dhage
iteration method.” It is clear that Dhage iteration method
is different for different nonlinear problems and also differ-
ent from the usual Picard’s successive iteration method. The
Dhage iteration method embodied in the following applicable
hybrid fixed point principle of Dhage [7] is used as the key
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tool for our work contained in this paper. A few other hybrid
fixed point theorems involving the Dhage iteration method
may be found in Dhage [7-9], Dhage and Dhage [17] and
Dhage et.al [18] and references therein.

Theorem 2.10 (Dhage [8]). Ler (E,=,|-||) be a regular
partially ordered complete normed linear algebra such that
every compact chain C of E is Janhavi. Let of , % . E — &
be two nondecreasing positive operators such that

(a) < is partially bounded and nonlinear partial P-Lipschitz
with D-function Yy,

(b) A is partially continuous, uniformly partially compact,
and

(¢) Mg W (r) <1, r>0, where Mg =sup{||B(C)|| : C is a ckipRE pubset S of C(J,R) is Janhavi, i.e.,

and

(d) there exists an element xo € X such that xy < .o/ xo Bxo+
Exo or xo = A xo Bxy+ Cxo.

Then the operator equation

X Bx=x 2.2)

has a positive solution x* in E and the sequence {x,} of suc-
cessive iterations defined by x,+1 = A/ x, Bx,, n=0,1,...,
converges monotonically to x*.

Remark 2.11. The compatibility of the order relation < and
the norm || - || in every compact chain of E holds if every
partially compact subset of E possesses the compatibility
property with respect to < and || - ||. This simple fact has been
utilized to prove the main results of this paper.

Remark 2.12. The hypothesis (a) of Theorem 2.10 implies
that the operators .# and % are partially continuous and con-
sequently all the three operators o7, % and % in the theorem
are partially continuous on E. The regularity of E in above
Theorem 2.10 may be replaced with a stronger continuity
condition of the operators <7, % and € on E.

3. Existence and Approximation Results

The QHFDEs (1.3) and (1.4) with delay are considered in the
function space C(J,R) of continuous real-valued functions

defined on J. We define a norm || - || and the order relation <
in C(J,R) by
[[x[| = sup x(z)| 3.1
teJ
and
x<y <= x(t) <yt)VteJ, (3.2)
respectively.

Clearly, C(J,R) is a Banach space with respect to above
supremum norm which is also a partially ordered w.r.t. the

above partially order relation <. Moreover, C(J/,R) is also a
Banach algebra with respect to the multiplication ¢ - " defined
by
(x-y)(#) =x(¢t)-y(¢) forall t €J. (3.3)
It is known that the partially ordered Banach algebra
C(J,R) has some nice properties concerning the Z-compatibility
property with respect to the norm || - || and the order relation
< in certain subsets of it. The following lemma in this con-
nection follows by an application of Arzeld-Ascoli theorem.

Lemma 3.1. Let (C(J,R),<,||-||) be a partially ordered
Banach space with the norm || - || and the order relation <
defined by (3.1) and (3.2) respectively. Then every partially
-|| and < are

compatible in every compact chain C in S.

Proof. The lemma mentioned in Dhage [6, 7], but the proof
appears in Dhage [9, 10] and Dhage and Dhage [14-16]. Since
the proof is well-known, we omit the details of the proof. [

We introduce an order relation <¢ in ¥ induced by the
order relation < defined in C(J,R). This will avoid the con-
fusion of comparison between the elements of two Banach
spaces € and C(J,R). Thus, for any x,y € €, x <¢ y implies
x(0) < y(0) for all 8 € Iy. Note that if x,y € C(J,R) and
x <y, thenx; <y forallr €I

We need the following definitions in what follows.
Definition 3.2. A function g(t,x,y) is called Carathéodory if

(i) the map t — g(t,x,y) is measurable for each x,y € R,
and

(ii) the map (x,y) — g(t,x,y) is jointly continuous for each
tel.

A Caratheédory function g is called L'-Carathéodory if

(iii) there exists a function h € L' (I, R) such that
lg(t,x,y)| <h(t)aertel,

forall x,y € R.

Lemma 3.3. If the function f(t,x,y) is L'-Carathéodory, then
the function t — f(t,x,y) is Lebesgue integrable for each
x,yeR

We consider the following set of assumptions in what
follows:

(A1) f defines a continuous function f: I/ X RxR — R;.

(A2) The map x — m is injection on R.
(A3) The function 7 — F(t) = f(¢,0,0,) is bounded on J
with bound Fy.
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(A4) There exist constants L > 0 and K > 0 such that

0 Sf(taxla-XZ) _f(tvylvyZ)
Lmax{x; —yi,x2—y2}
~ K+max{x; —y;,xa—y}

forallr € I and x1,x3,y1,y2 € R, x1 >y, x0 > y»o.
(B1) g defines a function g: I x R x4 — R.
(By) g is L>-Carathéodory.
(B3) g(t,x,y) is nondecreasing in x and y for all r € I.
Remark 3.4. Note that the hypothesis (A) holds if the map-
ping x — 7f(0,xx7x)

3.1 Existence and approximation theorem for IVP
We need the following definition in what follows.

is increasing in R.

Definition 3.5. A function u € C(J,R) is said to be a lower
solution of the QHFDE (1.3) if it satisfies

(i) up €6,
(ii) u; € C(Ip,R) for eacht €1,

u(t)
f(t,u(t),u(6(1)))

(iii) the map t — is absolutely continu-
ous on I, and
(iv) u satisfies the differential inequality
( u(t) )' A ( u(t) )
f(t,ul(t),u(6(1))) f(t,u(t),u(6(1)))

<g(t,ut),u) aetel,
ug <z ¢.

Similarly, a function v € C(J,R) is said to be an upper solution
of the QHFIE (1.1) if it satisfies the above inequalities with
reverse Sign.

(Cy) The function 6 satisfies 6(0) = 0.
(C,) The QHFDE (1.3) has a lower solution u € C(J,R).
(C3) The QHFDE (1.3) has a upper solution v € C(J,R).

Lemma 3.6. Assume that the hypotheses (A2), (B2) and (C1)
hold. Then, a function x € C(J,R) is a solution of the QHFDE
(1.3) if and only if it is a solution of the integral equation

HEGEUGN]E
()= x (ceh—i—e’l’ /0 [g(s,x(s),xs)ds> L ifrel,
o), if ,t €y,
(3.4)
where ¢ = 9(0)

£(0,0(0),9(0))

Theorem 3.7. Assume that hypotheses (A1)-(A4), (B1)-(B3)
and (Cy hold. Furthermore, assume that 6(0) > 0 and

¢(0)

<’f(0,¢(0),¢(0)) +||¢||+hIIL1> <K, (35

then the QHFDE (1.3) has a positive solution x* defined on J
and the sequence {x,,},,eNU{o} of successive approximations
defined by

X0 = U,

{f(t,xn(t),xn(e(t)))} X

X (celt e M /’g(s,xn(s),x?)ds> L iftel,
0

o(1), if .t €Iy,

xn+1(t) =

(3.6)

converges monotonically to x* where x(0) = x,(s+60), 6 €
k..

Proof. Set E = C(J,R). Then, in view of Lemma 3.1, every
partially compact subset S of E possesses the compatibility
property with respect to the norm || - || and the order relation
< so that every compact chain C in E is Janhavi.

Define two operators ./ and & on E by

F(t,20(2),%a(6(2))), if 1 €1,
Ax(t) = (3.7)

1, if 1 €.

and

t
ce*l’-ye*’l’/ el“g(s,xn(s),x?)ds, if rel,
Bx(t) = 0
o), if tel.
(3.8)

From the continuity of the integral, it follows that <7 and
2 define the operators o/, % : E — . Applying Lemma
3.6, the QHFDE (1.3) is equivalent to the operator equation

I x(t) Bx(t) =x(t), t € J. (3.9)

Now, we show that the operators .7 and # satisfy all the
conditions of Theorem 2.10. This will be shown in a series of
following steps.

Step I: o7 and 9B are nondecreasing on E.
Letx,y € E be such that x > y. Then x(¢) > y(¢) and x, > y;

0gl0
S0,
S5027:

(N
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for all € 1. Then by hypothesis (A;), we obtain

F(e.x(0).x(6(0))), if €1,

1, if t €.

Ax(t) =

f(6.3(0),y(8(r))), if t€1,

1, if 1 €1,

v

= y(1).

for all ¢ € J. This shows that the operator that the operator 7
is nondecreasing on E. Similarly, by hypothesis (B, ), we get

!
—At —At ;
ceM+te / g(s,x(s),xs)ds, if t€l,
Bx(t) = 0 '

0(1), if 1 €I

1
ce*’l’—ke’m/ g(s,x(s),x;)ds, if tel,
0

Y

o), if t €I,

= By(t),
for all ¢ € J. This shows that the operator that the operator #
is also nondecreasing on E.

Step I1: <7 is partially bounded and partially 2-Lipschitz
onE.

Let x € E be arbitrary. Without loss of generality we
assume that x > 0. Then by (Aj),

| /x(1)] < |f(1,x(2),x(6(2))) = f(2,0,0)| + [ £(2,0,0)]

< K max(0)], k@] T

L]
~ Kl

+F

<L+F

for all ¢+ € I. Similarly, if ¢ € Iy, then we have |<7(t)| < 1.
Therefore,

|o/(t)| <L+ Fy+1

for all # € J. Taking the supremum over ¢ in the above inequal-
ity, we obtain
x| <L+Fy+1

for all x € E. So, <7 is bounded and consequently a partially
bounded operator on E.

Next, let x,y € E be such that x > y. Then, we have

| Zx(t) — <y(t)|
= | f(t,x(t),x(6(2))

Lmax{|x(t) —y(t)[, [x(8(#)) —y(6(1))[}
~ K+max{|x(t) —y(t)], [x(6()) —¥(0())|}

Lilx—yl
T K=yl
= ¢(llx—=xlI)

L
for all 7 € J, where @(r) = é Taking the supremum over
r

t, we obtain
|/x— Y| < o(|lx—yl),

for all x,y € E with x > y. Hence, < is a partial nonlinear
2-Lipschitz on E with a Z-function ¢ and which further
implies that .o/ is a partially continuous operator on E.

Step III: A is partially continuous on E.

Let {x, },en be a sequence in a chain C such that x, — x
as n — oo. Then x| — x; as n — o=. Since the f is continuous,
we have

lim %x,,(t)

n—yoo

!
ce_’lt—i-e_h/ [lim elsg(s,xn(s),x;’)} ds,
0 Ln—oe
= if tel,

o(r), if t € I,

1
ce—’“Jre"“/ Mg (s, x(s),x5) ds, if 1€,
0

o(r), if t € I,

= PBx(r)

for all ¢ € J. This shows that %x,, converges to Hx pointwise
onJ.

Now we show that {%x,},en is an equicontinuous se-
quence of functions in E. Now there are three cases:
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Case I: Lett,p € J witht; >t > 0. Then we have
| Bxn(t2) — Bxn(11)]
5] 1
etz/ g(s,xn(s),xg') ds—e"/ g(s,xn(s),x’;) ds
0 0

+ ‘Cellz _Celll

4l

t
etz/Qg(s,xn(s),x:,') ds—etz/ g(s,xn(s),x?)ds
0 0

<

5] g
+ e’z/o g(s,xn(s)ax?)ds_etl/o &(s,%n(5),%7) ds

+ |C| ‘ellz _e/ltl

<

/[2 g (s, xn(s),x}) ds — /tl g (s, xn(s),x}) ds
0 0

+ ‘e’2 —el ‘ ’/ll g(s,xn(s),x}) ds
0

+ |C| ’eltz 7612‘1

< e

1)
/ g(s,xn(s),x;') ds

n

Fle =] [ el as

+ |C| ‘e},lz _ektl

< el |p(t2) = p(t)| + (el + IRl ) [e —en]

—0 as n—1,

t
uniformly for all n € N, where p(r) = / h(s)ds.
0
Case II: Lett,t, € J witht; <t <0. Then we have
|Bxn(tz) — Bxa(t1)| = 19(12) —@(11)| = 0 as

uniformly for all n € N.
Case III: Let 71,1, € J with t; < 0 < t,. Then we have

1 — 1y,

| Bx (t2) — Bxn(t1)]
< | Bxn(tr) — Bxn(0)| + | Bxn(0) — Bxn(11)]

—0 as tHh—1.

Thus in all above three cases, we obtain

|Bx,(t2) — Bxu(t1)| =0 as 1 — 1,

uniformly for all n € N. This shows that the convergence
PBx, — PBx is uniform and that A is a partially continuous
operator on E into itself in view of Remark 2.1.

Step IV: & is partially compact operator on E.

Let C be an arbitrary chain in E. We show that Z(C) is
uniformly bounded and equicontinuous set in E. First we
show that #(C) is uniformly bounded. Let y € %(C) be any
element. Then there is an element x € C such that y = %x.
Since g is L2-Carathéodory, it is L'-Carathéodory and so, by
hypothesis (B»),

y(0)] = |#x(1)|

1
\c\—l—e*}”/ |g(s,x(s),x;)|ds, if t €1,
< 0

|¢(r)|, if t € Ip.

<c+ 1ol 1AL

:}"7

for all ¢ € J. Taking the supremum over ¢ we obtain ||y|| <
|Zx|| < r for all y € Z(C). Hence A(C) is a uniformly
bounded subset of E. Next we show that #(C) is an equicon-
tinuous set in E. Let 71,1, € J, with #; < ,. Then proceeding
with the arguments that given in Step II it can be shown that

y(©2) —y(t1)| = [Bx(r2) — Bx(11)] 50 as 11—

uniformly for all y € #(C). This shows that #(C) is an
equicontinuous subset of E. Now, %(C) is a uniformly
bounded and equicontinuous subset of functions in £ and
hence it is compact in view of Arzeld-Ascoli theorem. Conse-
quently & : E — E is a partially compact operator on E into
itself.

Step V: u is a lower solution of the operator equation
(3.9).

By hypothesis (C,), the QHFDE (1.3) has a lower solution
u defined on J. Then we have

)
< g(t,u(t),u) ae.t€l,
up <¢ ¢.

Integrating the above inequality from O to ¢, we get

[ (r,ulo), u(B()) | x
u(t) << x (ceM +e M /Otg(s,u(s),us)ds) , ifrel,
o), if t €1y,
= Au(t) Bu(t)

for allt € J. As a result we have u < &/u%u and that u is a
lower solution of the operator equation (3.9) defined on J.

Finally, by condition (3.5), we get

¢(0)
f(0,¢(0),9(0))

Lr
K+r

0ol
Q000
S5027:

Mavis < | I+l ) <7

00

%

@
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for each r > 0, and so hypothesis (c) of Theorem 2.10 is
satisfied.

Thus, the operators .7 and A satisfy all the conditions of
Theorem 2.10 and so the operator equation .27x %x = x has a
positive solution x*. Consequently the integral equation (3.4)
and in a fortiori the QHFDE (1.3) has a positive solution x*
defined on J. Furthermore, the sequence {x,},_, of succes-
sive approximations defined by (3.6) converges monotonically
to x*. This completes the proof. g

Remark 3.8. The conclusion of Theorems 3.7 also remains
true if we replace the hypothesis (C,) with (C3z). The proof
of Theorem 3.7 under this new hypothesis is similar and can
be obtained by closely observing the same arguments with
appropriate modifications.

3.2 Existence and approximation theorem for PBVP
The following useful lemma is obvious and may be found in
Dhage [9, 11] and the references therein. The details are also
found in Nieto [23].

Lemma 3.9. For any function 6 € L'(I,R), x is a solution to
the differential equation

+Ax(t)=0(t), t €1,
X (0)+2x(0) = o(0) .
x(0) =x(T),
if and only if it is a solution of the integral equation
/ G, (t,s)o(s)ds, t €1, 3.11)
where, the Green’s function G(t,s) is given by
elS7ll+kT .
AT 1 if 0<s<t<T,
G, (t,s) (3.12)
As—At

Notice that the Green’s function G, is continuous and

nonnegative on / x I and therefore, the number
N), :=max{|G,(¢,s)| : 1,5 €[0,T]}

exists for all A € R*. For the sake of convenience, we write
G;L(I,S) = G(I,S) and Ny = N.

Other useful results for establishing the main result are as
follows.

Lemma 3.10. [f there exists a differentiable function u €
C(J,R) such that

)+ Au(t) <o), t€J,
u(0) <u(T),

forallt € J, where A € R, A > 0and 6 € L'(J,R), then

T
ut)g/ G(t,s)o(s)ds
0

(3.13)

(3.14)

forallt € J, where G(t,s) is the Green’s function given by the
expression (3.12) on I X I.

Proof. The proof of the lemma appears in Dhage [7-9] and
Dhage and Dhage [14, 15] and so we omit the details. O

Similarly, we have the following lemma.

Lemma 3.11. [f there exists a differentiable function u €
Cc(J, R) such that

S B

forallt € J, where . € R, A >0and 6 € L' (J,R), then

T
u(t) 2/ G(t,s)o(s)ds
0

forallt € J, where G(t,s) is the Green’s function given by the
expression (3.12) on I X I.

Definition 3.12. A function u € C(J,R) is said to be a lower
solution of the QHFIE (1.4) if it satisfies

(i) up €%,
(ii) u € C(Ip,R) for eacht €1,

u(t)
f(t,u(t),u(6(r))

(3.16)

(iii) the map t — is absolutely continuous
on 1, and
(iv) u satisfies the differential inequality

<g(t,u(t),u) aetel,
=0(0) <u(T),

ug <¢ 9.

u(0)

Similarly, a function v € C(J,R) is said to be an upper solution
of the QHFIE (1.4) if it satisfies the above inequalities with
reverse sign.

(Dy) The function 6 satisfies 0(0) =0and 6(T) =T
(D) The QHFDE (1.4) has a lower solution u € C(J,R).
(D3) The QHFDE (1.4) has an upper solution v € C(J,R).

Lemma 3.13. Assume that the hypotheses (Az), (B2) and (D)
hold. Then, a function x € C(J,R) is a solution of the QHFDE
(1.4) if and only if it is a solution of the integral equation

[f(z,x(z),x(e(;)))] x
x (/OTG(t,s)g(s,x(s),xs)ds), ifrel,  (3.17)

¢(I)a ifat S IOa
where G(t,s) is the Green’s function defined by (3.12) on I X I.

O8%%
E R

X

@ uv
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Theorem 3.14. Assume that hypotheses (A1)-(Aa), (B1)-(B3)
and (D1)-(Dy) hold. Furthermore, assume that

L (19l +N]lall )< K, (3.18)
then the QHFDE (1.4) has a positive solution x* defined on J

and the sequence {xn}nENU{O} of successive approximations
defined by

X0

)

=Uu

HEIGEACONE

Xn1(t) = x(/Gts (8,%,(s),x5) s>,ift€l,
o(1), if .t € o,

(3.19)

converges monotonically to x*, where x2(0) = x,(s+0), 0 €

1.

Proof. Set E =C(J,R). Then, in view of Lemma 3.1, every
partially compact subset S of E possesses the compatibility
property with respect to the norm || - || and the order relation
< so that every compact chain C in E is Janhavi.

Define two operators .7 and % on E by

f(t,x,(1),x(6(1))), if t €1,
Ax(t) = (3.20)
1, if t €.

and

/T G(t,5)8(s,x(s),x5)ds, if t€l,
Bx(t) =4 /0 (3.21)

o(r), if t €ly.

From the continuity of the integral, it follows that .o
and & define the operators &7, % : E — E — JZ. Applying
Lemma 3.1, the QHFDE (1.4) is equivalent to the operator
equation

A x(t) Bx(t) = x(t), t €J. (3.22)

Now, we show that the operators <7 and 4 satisfy all the
conditions of Theorem 2.10. This will be shown in a series of
following steps.

Step I: & and P are nondecreasing on E.

It can be shown as in the proof of Theorem 3.7 that the
operator < is nondecreasing on E. Again, if x >y, then

by definition of the order relation <, x;, >¢ y, for all t € I.

Now, by hypothesis (B;) and the nonnegativity of the Green’s

function G, we get

/0 " Gt s)g(s.x(s) xs)ds, if te,
o(r), if 1 € Ip.

T
/0 G(t,5)g(s,x(s),x5)ds, if t €1,
o), if t €y,

= By(1),

for all € J. This shows that the operator that the operator
is also nondecreasing on E.

Step II: o7 is partially bounded and partially 9-Lipschitz
onk.

It is shown as in the proof of Theorem 3.7 that < is
partially bounded and partially Z-Lipschitz on E with 2-

function ¢ given by @(r) = K—i}:
.

Step III: A is partially continuous on E.

Let {x, },en be a sequence in a chain C such that x, — x
as n — oo, Then x| — x; as n — oo. Since the f is continuous,
we have

lim B, (1)

n—oo

T
_ /0 [J%G(t,s)g(s,xn(s),x’;)] ds, if rel,

(1), if t €Iy,

T
/ G(t,s)g(&x(s),xs)ds, if rel,
0

o(r), if t €Iy,

= Px(r)

for all ¢ € J. This shows that %x,, converges to Ax pointwise
onJ.

Now we show that {%x,},en is an equicontinuous se-
quence of functions in E. Now there are three cases:
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Case I: Lett,p € J witht; >t > 0. Then we have

| Bxn(t2) — Bxn(11)]

/OT G(tz,s)g(s,x,,(s)7x?) ds

T
B /0 G(11,5)8(s,%(s),x7) ds

T
g/o [G(tz,s)—G(tl,s)}g(s,x,,(s),x?)ds

- (/OT|G(I2,S)—G(tl,s)‘2d5>l/2 (/OThZ(S)ds)l/z

—0 as

1 — 1,

uniformly for all n € N.

Case II: Lett,nn € J witht; <, <0. Then we have
| Bxu(t2) — Bxu(t1)| = |0(82) —9(t1)| =0 as 1 — 1,

uniformly for all n € N.
Case III: Let7;,1, € J with t; < 0 < 1,. Then we have

uniformly for all y € %(C). This shows that B(C) is an
equicontinuous subset of E. Now, #(C) is a uniformly
bounded and equicontinuous subset of functions in £ and
hence it is compact and consequently relatively compact in
view of Arzeld-Ascoli theorem. Consequently # : E — %
is a partially compact operator on E into itself.

Step V: u is a lower solution of the operator equation
(3.20).

By hypothesis (D»), the QHFDE (1.4) has a lower solution
u defined on J. Then we have

<g(t,u(t),u) ae.rel,

u(0) = ¢(0) <u(T),

uy <¢ ¢.

Applying Lemma 3.10 to the above inequality, we obtain

[ (tu(r).u(6(0)) | x

T
(B (12) — B (1)| < |B(12) — Bn(O)| + |, (0) — By (1 = ) (/o G(””g(”"“(“)’“s)"‘) el

—0 as 1 —1.

Thus in all above three cases, we obtain

| Bxn(t) — Boxn(t1)| = 0 as 111,

uniformly for all » € N. This shows that the convergence
PBx,, — PABx is uniform and that & is a partially continuous
operator on E into itself in view of Remark 2.1.

Step IV: A is partially compact operator on E.

Let C be an arbitrary chain in E. We show that Z(C) is
uniformly bounded and equicontinuous set in E. First we
show that #(C) is uniformly bounded. Let y € %(C) be any
element. Then there is an element x € C such that y = %x. By
hypothesis (Bj),

(1) = [2x(1)]
T
/ G(t,5)|g(s,x(s),x5)|ds, if t €1,
< 0
|¢(2)], if t €lp.
<ol +NAl L
:r’

for all € J. Taking the supremum over ¢ we obtain ||y|| <
|| Bx|| < r for all y € Z(C). Hence #(C) is a uniformly
bounded subset of E. Next we show that (C) is an equicon-
tinuous setin E. Let 71,1, € J, with #; < f,. Then proceeding
with the arguments that given in Step II it can be shown that

’y(tz) —y(tl)} = |@x(l‘2) —93x(t1)| -0 as 1 —n

o), if t €Iy,
= A u(t) Bu(t)

for all r € J. As a result we have that u < &/u %u and that u
is a lower solution of the operator equation (3.9) defined on J.

Finally, by condition (3.5), we get

Lr
Mz o (r) <( (@[l +N|lAll ) Kar T

for each r > 0, and so hypothesis (c) of Theorem 2.10 is
satisfied.

Thus, the operators .7 and 4 satisfy all the conditions of
Theorem 2.10 and so the operator equation .«7x %x = x has a
positive solution x*. Consequently the integral equation (3.15)
and in a fortiori the QHFDE (1.4) has a positive solution x* de-
fined on J. Furthermore, the sequence {x,}_, of successive
approximations defined by (3.17) converges monotonically to
x*. This completes the proof. 0

Remark 3.15. The conclusion of Theorems 3.14 also remains
true if we replace the hypothesis (D;) replaced with (D3). The
proof of Theorem 3.7 under this new hypothesis is similar
and can be obtained by closely observing the same arguments
with appropriate modifications.

4. Examples

Example 4.1. Given two closed and bounded intervals Iy =
[—%,0] and 1 = [0, 1] of the real line R and given an initial
function ¢ € ¥, consider the nonlinear first order quadratic

N %,
= 7

(N
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hybrid functional differential equation (in short QHFDE) with  let (x1,y1),(x2,y2) € R x R be such that x; > y; and xp > y;.

a delay, Then, by definition of fi,
/ 0Sfl(f7x17y1>_f1(t7x27)’2)
x(1) x(1)
+4 1 X1+ X2 Yty
L 1 = _. _
£ (o())) )\ (e (0(3))) 8 [Trm i Trvren
= t,x(t e.trel
g1(6,x(1),x) aet €l <1' X1 —YyY1+x2—y2
X0 =9, ~ 8 (I+xi+x2)(1+y1+y2)
@1 <L x—ntrw-y
where L €eR, A >0and f: I xRxR — R\ {0}, g: I xR x 8 I+xi+x+yi+y
€ — R are continuous functions given by < 1 x—yit+n-»
T T8 I+xi—yi1+x2—»m
0(1) =sint, 1€ [_,,0} , (4.2)
2 1 2max{x; —y;,x2 —y}
~— 8 l4+max{x;—y1,x2—y2}
1 _ —
i a0,y >0, _ 1 _maxin Zyi,x —y)
filt,x,y)=¢ 8 l+x+y 4.3) 4 1+max{x; —yr,x2—y}
1, if x<0,y <0, 1
and so, the hypothesis (A4) holds with L = 1 and K = 1.
and Next, the function g; is continuous and positive on / x R x
1 €. Again, there is a function i(z) = 1 for allr € I, x € R and
3 [ tanhux + tanh(|[y]l«) +1], y € €. Hence g is a L'-Carathéodory function on I x R x €.
a1(t,x,y) = if x>0,y>40,y#0, (4.4) Thus hypotheses (B1) and (B,) are satisfied. Also the function
1
17 if x<0,y<¢0, g1(t,x,y) = 3 [ tanhx + tanh(|[y[|¢) + 1 |

is nondecreasing in x and y for each ¢ € /. and so, hypothesis

' (B3) holds. Furthermore, here Mg < ¢+ ||¢|| + ||Al|1 = 2.
all the hypotheses of Theorem 3.7. Here, 0(¢) = 5 Sothe  Therefore, we have

for all + € I. We show that the functions f| and g satisfies

function 6 is continuous on I and satisfies 6(0) = 0. First 1

we show that the function f satisfies the hypotheses (A;)— Mpya(r) <2- 4 1+r

(Ay4). Clearly, fi is a continuous and positive function on

[0,1] x R x R and so (A) is satisfied. Next, we show that the ~ for each > 0. Finally, it can be verified that the function
X

r

<r

map x — A0 is injection on R. If x > 0 and y > 0 be lte*l’, it £ 0,1],
any two real numbers, then the expression u(t) = 3
sint, ifre[-5,0],
X _ Y
£1(0,x,x) - £1(0,,y) is a lower solution of the QHFDE (4.1) defined on J. Thus
all the conditions of Theorem 3.7 are satisfied. Hence, the
implies that QHFDE (4.1) has a positive solution x* and the sequence {x;, }
X y of successive approximations defined by
= X=y.
1
2x/(1+2x) 2y/(1+2y) gte—ltt, iftG[O,l],
.. . X0 =
< < . .
Similarly, if x <0 and y < 0 be any two real numbers, sint, fre [_%70] 7
then
* = Y et X=Yy
fi(0,x,x)  £1(0,,y) ' {fl (t’x”(t>’x" (9(%))” .
!
This proves that x — ﬁ is injection on R, and so x| ce™ +e‘7”/g1 (5,20 (s5),x5) ds |,
1\U,x,x X, )= 0
the hypothesis (A;) is satisfied. w1(0) if r € [0,1],
Again, we have here F(t) = f1(¢,0,0) = 1 for all r €
[0,1] and so hypothesis (Az) holds. To show (A4) holds, sint, if t € [—g,O] ,

11 X
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where x7(0) = x,(s+ 0), 0 € Iy, converges monotonically to

x*.

Remark 4.2. The conclusion obtained in Example 4.1 also
remains true if we replace the lower solution u by the upper
solution v of the QHFDE (3.10) given by

v(t) = {

Example 4.3. Given two closed and bounded intervals I =
[—%,0] and I = [0, 1] of the real line R and given an initial
function ¢ € %, consider a PBVP of the nonlinear first or-
der quadratic hybrid functional differential equation (in short

QHFDE) with a delay,
!
+A | ———
) (f 1 (t,

=g1(t,x(t),x
x(0) = ¢(0) = x(1),

X0 =9,

2te M, ifre0,1],

sint, if r€[-%,0].

x(t)
fi (8,x(1),x(12))

~—

(4.5)

where A € R,A >0and ¢ : Iy = R, f: I xRxR — R\ {0},
g:I xR x % — R are continuous functions given by (4.2),
(4.3) and (4.4) respectively.

Then proceeding with the arguments as in Example 4.1,
it can be shown that the functions f; and g; satisfy all the
hypotheses (A1)-(As), (B1)-(B3) and (D) of Theorem 3.14.
Here, 6(¢) =t> and so 8(0) = 0 and (1) = 1. Again, the
Green’s function G is defined by

esftJr]
, if 0<s<r<,
e —
G(t,s) = -
4 .
e if 0<tr<s<l.
e—1

Therefore, N <2 and that Mg < ||§||+N||A|| ;1 < 3. There-
fore, we have

1 r

M <3.-.
BYA(r) < 4 1+4r

<r

for each r > 0. Finally, it can be verified that the function

1 1
- G(t,s)ds, iftel0,1],
=1 3 60 0.1]

sint, if 1€ [-%,0],

is a lower solution of the QHFDE (4.5) defined on J. Thus,
all the conditions of Theorem 3.14 are satisfied. Hence, the
QHFDE (4.5) has a positive solution x* and the sequence {x, }

12

of successive approximations defined by

1! .

X0 = 5/0 G(t,s)ds, ifte][0,1],
sint, if € [~Z,0],
(1 (omn(e),ma(62)) |

1
s =3 ([ Gl as) it re 0.1,
sint, if r € [-5,0],

where x!(0) = x,(s+ 0), 0 € Iy, converges monotonically to

x*.

Remark 4.4. The conclusion obtained in Example 4.2 also
remains true if we replace the lower solution u by the upper
solution v of the QHFDE (3.10) given by

1
/G(t,s)ds, if 1 €[0,1],
v(t) = 0
if 1€ [-%,0].

Remark 4.5. We note that if the neutral QHFDEs (1.3) and
(1.4) has a lower solution u as well as an upper solution v such
that u < v, then under the given hypotheses of Theorem 3.7
it has corresponding solutions x, and x* and these solutions
satisfy the inequality x, < x*. Hence they are the minimal and
maximal solutions of the neutral QHFDE (1.3) respectively
in the positive vector segment [u, v] of the Banach space E =
C(J,R), where the positive vector segment [u,V] is a set in
C(J,R) defined by [u,v] = {x € C(J,R) | 0 <u <x <v}. This
is because the order relation < defined by (3.2) is equivalent
to the order relation defined by the order cone % = {x €
C(J,R) | x(t) > 0 forall ¢ € J} which is a non-empty closed
convex set in C(J,R). Again, we note that the present study
via Dhage iteration method need not require any property of
the cone K in the main results of this paper which otherwise
is the case with nonlinear differential equations for proving
the existence of extremal solutions.

Remark 4.6. We note that the special case of the QHFDE
(1.3) in the form

(ootm) +* (7

X=0€%.

sinft,

) =g(t,x;) ae.t €1,

(4.6)

has been considered in Mule and Ahirrao [22], but the proof
of main existence theorem is not correct and it is a duplication
of the proof of existence and approximation theorem for the
QHFDE

(f(tx(xtzt))> =g(t,x;) ae.t€l,

X=0€c%.
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given in Dhage and Dhage [16] and Dhage [12]. The QHFDE
(4.7) has been studied in Dhage et.al [19] and references
therein for different aspects of the solutions. Therefore, our
main existence theorem, Theorem 3.7 includes the existence
and approximation theorems for the QHFDEs (4.6) and (4.7)
which are also new to the literature in the nonlinear analysis
and applications.
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