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Abstract

The notion of I-statistical convergence of a double sequence was first introduced by Belen et. al.[2] and the
notion of rough convergence of a sequence was first introduced by Phu [19]. In this paper we introduce and study
the notion of rough I-statistical convergence of double sequences in normed linear spaces. We also introduce
the notion of rough 7-statistical limit set of a double sequence and discuss about some topological properties of

this set.
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1. Introduction

The notion of convergence of real double sequences was
first introduced by Pringsheim [21]. A double sequence x =
{x jk} j.keN of real numbers is said to converge to a real number
1, if for any € > 0, there exists m € N such that for all j,k > m

xj—Il <e.

In this case we write limx j; = /. This notion of convergence
Jj—reo
k—roo
of real double sequences has been extended to statistical con-
vergence by Mursaleen et. al. [17] ( also by Moricz [16] who
introduced it for multiple sequences) using double natural
density of N x N. A subset K C N x N is said to have natural

density d(K) if

d(K) = lim (721,

where K(m,n) = {(j,k) e NxN: j<mk <n;(j,k) € K}
and |K (m,n)| denotes number of elements of the set K (m,n).

A double sequence x = {x i} j xen of real numbers is said
to be statistically convergent to £ € R, if for any € > 0, we
have d(A(g)) =0, where A(¢) = {(j,k) e NxN:||xj—& || >
€}

More investigation and applications of statistical conver-
gence of double sequences can be found in [3, 23] and many
others.

The notion of statistical convergence of double sequences
has been further generalized to I-convergence of double se-
quences by Das et. al. [4] using ideals in N x N. For more
details one can see [3, 5, 22] etc.

Recently Belen et. al. [2] introduced the notion of ideal
statistical convergence of double sequences, which is a new
generalization of the notions of statistical convergence and
usual convergence. More investigation and applications on
this notion can be found in [2, 24].

The concept of rough convergence was first introduced
by Phu [19]. Further this notion of rough convergence has
been extended to rough statistical convergence by Aytar [1]
using the notion of natural density of N in a similar way
as usual notion of convergence was extended to statistical
convergence. Recently the concept of rough convergence has
been introduced for double sequences in normed linear spaces
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by Malik et. al.[12]. If x = {x_,-k}j_keN
in some normed linear space (X, ||.||) and r be a non negative
real number, then x is said to be r-convergent to & € X if for
any € > 0, there exists m € N such that for all j,k > m

be a double sequence

\xjk—§|<r+8.

Further this notion of rough convergence of double se-
quence has been extended to rough statistical convergence of
double sequence by Malik et. al.[13] using double natural
density of the subsets of N x N in a similar way as the notion
of convergence of double sequence in Pringsheim sense was
generalized to statistical convergence of double sequences.
Further the notion of rough statistical convergence of double
sequences was generalized to rough I-convergence of dou-
ble sequences by Dunder et. al. [8]. So it is quite natural
to think , if the new notion of /-statistical convergence of
double sequences can be introduced in the theory of rough
convergence.

In this paper we introduced and study the notion of rough
I-statistical convergence of double sequences in a normed
linear space (X, ||.||) which naturally extends both the notions
of rough convergence as well as rough statistical convergence
of double sequences in a new way. We also define the set of all
rough /-statistical limits of a double sequence and investigate
some topological properties of this set. We mention that
our results presented in this paper for double sequences are
I-statistical analogues of those in Phu’s [19] paper.

2. Basic Definitions and Notations

Definition 2.1. [13] Let x = {xji} j ken be a double sequence
in a normed linear space (X, || . ||) and r be a non negative
real number. x is said to be r- statistically convergent to &,
denoted by x =% £, if for any € > 0 we have d(A(g)) = 0,
where A(€) = {(j,k) e NxN: || xj—& ||> r+e}. In this
case & is called the r-statistical limit of x.

Definition 2.2. A class I of subsets of a nonempty set X is
said to be an ideal in X provided

(i)p el

(ii) A,B €1 implies Al B € I.

(iii)Ae€l,BCA implies B¢l

I is called a nontrivial ideal if X ¢ I.

Definition 2.3. A non empty class F of subsets of a nonempty
set X is said to be a filter in X provided

(i) ¢ ¢ F.

(ii)A,B€ F implies ANBEF.

(iii) A€ FJACB implies BcF.

If 1 is a nontrivial ideal in X, X # @, then the class

FI)={M CX:M=X\A for some A €I}
is a filter on X, called the filter associated with I.

Definition 2.4. A nontrivial ideal I in X is called admissible
if {x} €1 for each x € X.

Definition 2.5. A nontrivial ideal I on N x N is called strongly
admissible if {i} x N and N x {i} belong to I for each i € N.

Clearly every strongly admissible ideal is admissible.
Throughout the paper we take / as a strongly admissible ideal
in NxN.

Definition 2.6. [14] Let x = {xj.} j ken be a double sequence
in a normed linear space (X, || . ||) and r be a non negative
real number. Then x is said to be rough I-convergent with
roughness degree r or r-I-convergent to &, denoted by x RN &,
if forany € > 0 we have {(j,k) e NxN:||x—& |[>r+e} €
1. In this case & is called r-I-limit of x and x is called r-1-
convergent to & with r as roughness degree.

Now we give the definition of /-asymptotic density of a
subset of N x N.

Definition 2.7. A subset K C N x N is said to have I-asymptotic
density di(K) if

. |K(m,
di(K) = 1 —lim Ko,
n—soo

where K(m,n) = {(j,k) e NxN: j<mk <n;(jk) € K}
and |K (m,n)| denotes number of elements of the set K(m,n).

Definition 2.8. [2] A double sequence x = {x i} j ke of real

. . .-
numbers is I-statistically convergent to L, and we write x =
provided that for any € >0 and 6 >0

{(m,n): ﬁ [{(j.k): ]xjk—L| >e,j<mk<n}|>8} €L

Definition 2.9. Let x = {xj1} jxen be a double sequence in
a normed linear space (X, ||.||) and r be a non negative real
number. Then x is said to be rough I-statistically convergent
to & with roughness degree r or r-I-statistically convergent to
Eifforanye >0and 6 >0

{(m,n) e NXN:-LI{(jk): j<mk<n;l|xp—&|>
re}|>8)el

In this case & is called the r-I-statistical limit of x =
{xjk} j ken and we denote it by x Iy .
Remark 2.10. Note that if I is the ideal Iy = {A C NxN:
Im(A) € N such that i,j > m(A) = (i,j) ¢ A}, then rough
I-statistical convergence coincide with rough statistical con-
vergence.

Here r in the above definition is called the roughness de-
gree of the rough /-statistical convergence. If » = 0, we obtain
the notion of I-statistical convergence. But our main inter-
est is when r > 0. It may happen that a double sequence
x = {xji}jken is not I-statistically convergent in the usual
sense, but there exists a double sequence y = {yjk};jren.
which is [-statistically convergent and satisfying the condi-
tion ||xjx —yj| < r for all j,k. Then x is r-I-statistically
convergent to the same limit.
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From the above definition it is clear that the rough I-
statistical limit of a double sequence is not unique. So we
consider the set of rough /-statistical limits of a double se-
quence x and we use the notation /-sz-LIM} to denote the
set of all r-I-statistical limits of a double sequence x. We
say that a double sequence x is r-I-statistically convergent if
I-st-LIM} # ¢.

Throughout the paper X denotes a normed linear space
(X, ].]|) and x denotes the double sequence {x i} ren in X .

3. Main Results

In this section we discuss some basic properties of rough
I-statistical convergence of double sequences.

Theorem 3.1. Let x = {x i} j xen be a double sequence in X
and r > 0. Then diam (I-st-LIM%) < 2r. In particular if x
is I-statistically convergent to &, then I-st-LIM', = B,(&)(
{yeX:|ly=¢&|l <r}) and so diam (I-st-LIM%) = 2r.

Proof. If possible let, diam (I-sz-LIM%) > 2r. Then there exist

¥,z € I-st-LIMY, such that ||y —z|| > 2r. Now choose € > 0

so that € < w—r. LetA = {(j,k) e NxN: [xj —y| >

r+ée}and B={(j,k) e NxN:|xj —z|| > r+e}. Then
€AUB}| <

{07,k £ < mik < im, . 0) SRy
mik <n,(j,k) €AY+ -L{(j,k): j <mk <n,(j, )EB}\,

and so by the property of /-convergence
I-lim LK) j < mik <n,(j.k) € AUBY| <

I-lim o (k) 2 < mik <y (,k) € A+ o {( k) 1) <

m;k <n,(j,k) € B} =0. Thus {(m,n) € Nx N: -L|{(jk):
J<mk <n,(j,k) € AUB}| > 8} €1 for all 6 >0. Let
K={(mn) e NxN: L|{(jk):j<mk<n,(jk) €AU
B}| > 1}. Clearly K €1, so choose (mg,n9) € NxN\K.
Then mono\{(j,k) : j <mosk < no,(j,k) EAUB} < 5. So

molno\{(j,k) 2 j <mosk <no,(j,k) ¢ AUB}| > 1—7 2 ie.,
{(j,k) : (j,k) ¢ AUB} is a nonempty set. Take (Jo,ko)
N x N such that (jo,ko) ¢ AUB. Then (jo,ko) € A°NB°
and hence ||xjx, — || <7+ € and [Jxj, — 2| <r+€. So
Iy =2l < jpky ~ i+ i ~2Il < 2(7+) < [ly—2]|, which
is absurd. Therefore diam (/-st-LIMY) < 2r.

If I-st-limx = &, then we proceed as follows. Let € >0
and 8 > 0 be given. Then A = {(m,n) € Nx N: -L|{(j k)
J<myk <n,|xj—&|| > ¢€}| > 8} €. Then for (m,n) ¢ A
we have L |{(j,k): j <m;k <n,|lxj—E&| > €} <8, 1ie.,

%H(Lk) cj<mik<n,|xy—El <e}>1-0.

Now foreachy € B,(&)(=

e =yl < [beje = SN+ 18 =yl < llxje =&l +

Let By = {(j,k): j<m;k <n,|x—&| <e}. Then for
(j,k) € By we have ||xjx —y|| < r+&. Hence By, C {(j,k):

{yeX:|y—¢&| <r}) wehave
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j<mik<n,|xjx—y| <r+e}. Thisimplies, Bml < Lif(j

J<mk<n|lxp—yl| <r+e} ie, L{(j.k):j<mk <
n, |xj—y|| <r+€} > 1—8. Thusforall (m,n) ¢ A, ;1| (j,k):

j<mk<n,|xj—y|| >r+e}| <1—(1-5). Hence we have
{(m,n) € NxN: D [{(j,k) 0 j < msk < myllxp =yl > r+
€}| > 8} CA. Since A €1, s0 {(m,n) e NxN: -L|{(j k)
J<mik <n,|xj—y|| >r+e}| >3} €. This shows that
y € I-st-LIM_,. Therefore I-st-LIM’, D B,(&).

Conversely, let y € I-st-LIM_. If possible , let ||y — &|| > r.
Take € = w Let Ky = {(j,k) e NxN: [[xj—y|| >
r+e}and K = {(j,k) e NxN:|xj —&| > €}. Then

LK) = j < mik <, (k) € Ki UK} < oL { (k) - j <
msk <n,(j,k) € Ki}|+ o {(j,k) : j <msk <n,(j,k) € K2},

and so by the property of /-convergence
I-lim L |{(j k) 0 j < mik < n,(j,k) € KUKy }| <

lim L {(K) < mik < (oK) €Ki} + (G R <

myk <n,(j,k) €K} =0

LetK = {(m,n) e NxN: ﬁH(j,k):jSm;kSn,(j,k) €
KUK} > 1)

Clearly K € I and we choose (mg,n9) € Nx N\ K. Then
{(j. k) j < mosk <nog,(j,k) €KIUK}| < 3. So

1
mon

roro (LK) 2 j < mosk < no, (k) ¢ KUK} 21— 5 =5

ie., {(j,k): (j,k) ¢ Kj UK,} is a nonempty set. We choose
(jo,ko) € N x N such that (jo,ko) ¢ K1 UK. Then (jo,ko) €
K1“NK>¢ and hence ||xj,x, —y|| < r+¢€and ||x, — & < €.
So

Ell<r+2e=

ly =&l < (1% joko = Y11+ 1 oo —

which is absurd. Therefore ||y —&|| < r and so y € B.(§).
Consequently we have /-st-LIM’, = B,.(£) and this completes
the proof. O

Definition 3.2. A double sequence x = {xjk}j ren US said

to be I- statistically bounded if there exists a positive num-
ber T such that for any 8 > 0 the set A= {(m,n) e NxN:
LG K) 2 j <mik <, |lxpl| > T} > 8} e 1.

The next result provides a relationship between bounded-
ness and rough /-statistical convergence of double sequences.

Theorem 3.3. If a double sequence x = {xji } j ke is bounded
then there exists r > 0 such that I-st-LIM} # 0.

Proof. Let x = {xji}ren be a bounded double sequence.
Then there exists a positive real number 7 such that || x i || < T
for all (j,k) € NxN. Let € > 0 be given. Then

{(.k)

Therefore O € I-st-LIM! and so I-st-LIM! # 0.

=0l > T +e} =0.
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Note 3.4. The converse of the above theorem is not true. For
example, let us consider the double sequence x = {x jk} jkeN
in R defined by

jk
3

Xjk ,if j and k are squares

, otherwise.

Then I-st-LIM? = {3} # 0 but the double sequence x is un-
bounded.

We now show that the converse of Theorem 3.3 is true if
the double sequence is I-statistically bounded.
Theorem 3.5. A double sequence x = {xfk}j.keN in X is I-
statistically bounded if and only if there exists a non negative
real number r such that I-st-LIM}, # 0.

Proof. Let x = {xji },_y be an I-statistically bounded dou-
ble sequence in X. Then there exists a positive real num-
ber T such that for § > 0 we have {(m,n) : -L|{(j,k): j <
mik < n,|xul = TH > 8} € 1 Let A= {(j,k) : |xull = T,
TMnH&gQ#HUijSmWSnJL@EAH:OJmt

r' = sup{||xj|| : (j,k) € A°}. Then 0 € I-st-LIM” . Hence
I-st-LIM} # @ for r = 1.

Conversely, let I-st-LIM. = @ for some r > 0. Let & €
I-st-LIMY. Choose € = ||&||. Then for each & > 0, {(m,n) €
NxN: o {(j,k): j <msk <n,|xp—&| >r+e}|>8}e
I. Now taking T = r+2||&||, we have {(m,n) € NxN:
LI{(j.k) 1 j <mik <n,|lxy| > T} > 8} € I. Therefore
x is I-statistically bounded. O

Now let {j,} pen and {k,}4en be two strictly increasing
sequences of natural numbers. If x = {xj;};ken is a dou-
ble sequence in (X, || . ||), then we define {x;, },4en as a
subsequence of x.

Definition 3.6. A subsequence x' = {x; i, } p.4en of a double
sequence X = {Xji} j ken is called a I-dense subsequence if

di({(Jp,kg);p,q €N}) = 1.

In ([12], Theorem 3.4), Malik et. al. have already shown
that if X = {xj,,kq }p.gen is a subsequence of x = {xji} j ke,
then LIM] C LIM;,. But this result is not true for rough
[-statistical convergence. To show this we consider the fol-
lowing example.

Example 3.7. Consider the double sequence x = {Xji} j ken
in R defined by

jk
0

Xjk ,if j and k both are cubes

,otherwise.

Then x' = {x;,k,}pqeN is a subsequence of x, where j, =
p’.p€Nandk, =q*,q €N and forall r >0, I-st-LIM,
[—r,7] but I-st-LIM], = 0.

We now present /-statistical analogue of Theorem 3.4 [12]
in the following form.
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Theorem 3.8. Ifx' = {x; i} p4en is a [-dense subsequence
of x = {xjt} jken, then I-st-LIM; C I-st-LIM,.

Proof. Let & € I-st-LIMZ. Then for any € > 0, d;(A(g)) =0,
where A(e) = {(j,k) € NxN;||xjx —& ||> r+¢€}. Then
d](AC(é')) =1.

Since x" = {x) k, }p.qen is a I-dense subsequence of x, so
di(K) =1, where K = {(jp.kq); p,q € N}. Then d;(A°(€) N
K)=1.

Let A'(e) = {(p,q) € Nx N;|| x;6, — & |> r+¢€}. Now
{(p,@)s1l xj,k, — & < r+€} D A°(e) NK. Therefore

di(A'(e))*=1andso d;(A’(€)) =0

which implies § € I-st-LIM’,. O

Theorem 3.9. Let x = {x jk}j ren be double sequence and
r > 0 be a real number. Then the r-I-statistical limit set of the
double sequence x i.e., the set I-st-LIM, is closed.

Proof. If I-st-LIM} = @, then nothing to prove.
Let us assume that /-sz-LIM} # 0. Now consider a double
sequence {yj}jken in I-st-LIM with limy; = y. Choose
jeo
k—so0
€>0and § > 0. Then there exists i¢ € N such that [y —
yll <5 forall j>ic and k > ic. Let jo > ic and ko > ic.
Then yjyx, € I-st-LIM].. Consequently, we have A = {(m,n) €
NxN: %H(]ak) v Smik < n7||xjk 7yjok0|| >r+ %H 2
6} € 1. Clearly M = N x N\ A is nonempty, choose (m,n) €
M. We have

1 . . £
Gk L <mik < llx =yl 2 7+ 53] < 8.

1 . . €
= [ k) < mik <= yjok | <+ 53 = 18,

Put B, = {(j,k) : j <m;k <n,||xjx —yjoll <r+5}. Choose
(j,k) € Buy- Then

friorie
—+-=r+e¢.
22

Hence B, C {(j,k) : j <m;k <n,||xj—y|| < r+ e}, which
implies

[k = Y1 < {126 = Voo |+ 1V joko — Y[l < 7+

-8 < Bl < 1L

mn — mn

[{(j.k) 2 j <mik <n,|lxj—yl| <r+e}.

Therefore -1 |{(j,k): j <m;k <n,|xp—y|>r+e}| <1—
(1-98)=6.

Thus we have

{(m,n): LI{(j.k): j<mk <n,|xp—y| >r+e}| >
0}CcAel

This shows that y € I-st-LIM}. Hence I-st-LIM, is a closed
set.
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Theorem 3.10. Let x = {xjk}j ey be double sequence and
r > 0 be a real number. Then the r-I-statistical limit set
I-st-LIM, of the double sequence x is a convex set.

Proof. Letyo,y1 € I-st-LIM. Let € > 0 be given. Let
Ao ={(J,
={0

Then by same approach as in the proof of theorem 3.1 for
8 >0wehave {(m,n) : --|{(j,k): j <m;k <n,(j,k) €AgU
A1} > 8} €1. Choose 0 < 9 <1suchthat0<1—61 < 6.
LetA={(m,n): -L[{(j,k): j<m;k<n,(jk) €AgUA} >
1-96 } Then A € I. Now for all (m,n) ¢ A we have

k) € Nx N |lxjx —yoll > r+e},

Al k)GNXNIHXjk*y1HZr+8}.

= LI,k j<msk<n,(j,k) ¢ AgUA }| >
{1-(1-61)} =4

Therefore {(j,k) : (j,k) € AoUA;} is a nonempty set. Let us
take (jo,ko) € Ap° NA1€and 0 < A < 1. Then

1% joko — [(1 = A)yo + Ay]||

= ( )xloko"i_lxloko [(l_l)yO‘i‘k)’l]H
<

<

i
(1 =) lxjoko = yoll + A llxjore =yl
(I1-A)(r+e)+A(r+¢e)=r+e.

Let B={(j,k) € NxN: [xje —[(1=A)yo+Ay ][ = r+
€}. Then clearly, Ag° NA;€ C B°. So for (m,n) ¢ A,

51<7|{(J, k):j<mk<n,(j,k)¢AgUA} <
LU(jk): j<mk<n,(jk) ¢B}.

1
ﬁ%\{(],k)]Sm,k§n7(]7k)€B}|< 1_51 <.

Thus A° C {(m,n) : - [{(j,k) : j <m;k <n,(j,k) € B} <
8}. Since A° € F(I), so {(m,n) : L|{(j.k): j <mk <
n,(j,k) € B} < 8} € F(I) and so {(m,n) : %H(j,k) 1j<
m;k <n,(j,k) € B}| > 6} € I. This completes the proof.

O

Theorem 3.11. Let r > 0. Then a double sequence x =
{xjk}j.keN is r-I-statistically convergent to & if and only
if there exists a double sequence y = {yji}jken such that
I-st-limy =& and || xjx —yji ||< r for all (j,k) € Nx N,

Proof. Lety= {yj};jren be a double sequence in X, which
is I-statistically convergent to & and ||xx — yji|| < r for all
(j,k) € NxN. Then for any € > 0 and 6 > O the set A =
{(m,n) e NxN: L {(j,k) s j <msk <n, |y —E > e} >
0} el. Let (m,n) ¢ A. Then we have

1 . )
%H(Lk) cj<mk<n,llyx—Ell>€e}<$

L. .
= — (k) jsmk<nlyp—Ell <e}f > 1-8.
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Let B, = {(j,k) : j <m;k < n,|yy—&|l < €}. Then for
(j,k) € By, we have

e =&l < [lxjk =yl +lyix — &Il < r+e.
Therefore,
Bun C {(j,k) : j < mik < n,|lxje— €l < r e}

_ |Bu]
mn

< *l{(J k):j<mk<n,|lxp—E[ <r+e}.

1
= %H(j,k) cj<mk <n,lxp =&l <r+e}>1-6.

= oK) 2 j <mik <n |l — €| > r+e}| <
{1-(1-98)}=4.

Thus, {(m,n) € NxN: L |{(j,k):j<mk <n,|xp—
E|l| >r+e}| >0} C A and since A € I, we have {(m,n) €
NxN: g {(G k) j <msk<mllxp—&ll > r+e}[ > 8} el
Hencex”—_’fé
Conversely, suppose that x ~% &. Then for € >0 and & >0,
A={(m,n) eNxN: L[{(j.k): j <msk <n,|lxp—&ll =
rt+e}|>0yel

Let (m,n) ¢ A. Then

L. .
—HUK) g s mik < lxje— Sl 2 r+e}] < 8.

1
= Uk jsmk <, fxp =&l <r+e}f=1-6.

Let By, = {(j,k) : j <myk <n,|lxjx — || < r+e}. Now we
define a double sequence y = {y i} j rer as follows,

& if |l — &l < r
ik Xjk +er 5\\’ otherwise.
Then
Iy~ &l v : if e~ < r
Vjk— . '
! ||x/k éﬂL” T EH I, otherwise.
0, if e — &l < 7
ijk -& | —r, otherwise.

Let (j,k) € Byy. Then
[yje =&l =0, if [xp—&[ <r
and
lyjx =Sl <&, if r<|lxu—&l <r+e.

Then By, C {(j,k) : j <m;k <n,|y—&|l < €}. This im-
plies
|Binn| <i

mn — mn

{(,k) s j <msk <n,llyp—&ll <€}
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Hence,

il {ULK) : j<mik<nllyj—&| <€} =1-8

mn

= LIk j<mk<n|yp—El| > e} <1—(1-8)
.

Thus {(m,n) € Nx N: -L|{(j,k): j <msk <n,|yp—&| >
€} > 6} C A. Since A € 1, we have

{(m,n) e NxN:-LI{(jk): j<msk<n,|lyp—E&| >
e}l >8) el
So I-st-limy = €. O

Definition 3.12. A point A € X is said to be an I-statistical
cluster point of a double sequence x = {xjk}j ren in X if for
any € >0 '

di({(J,

where dj(A) =1— hm

K): b~ Al < €}) £0
—[{(j.k) - j <m:;k <n,(jk)€A}if
exists.

The set of I-statistical cluster point of x is denoted by
AS(D).

Lemma 3.13. [15] Let x = {xjk}j ren € R" be I-statistically
bounded double sequence. Then for every € > 0 the set

{(.k) (A1), xj0) > €}
has I-asymptotic density zero, where

d(N(T),xjx)

= infyengin |
the distance from x i to the set A3(I).

Theorem 3.14. Let x = {x i} j xen be a double sequence in
X. For any arbitrary ¢ € A3(I), we have ||& — c|| < r for all
& € I-st-LIM..

Proof. Assume that there exists a point ¢ € AS(I) and & €
[-st-LIM? such that ||§ —c|| > r. Let e = % Then

{00 e =&l = r €} D {(0) : e — el < €}.3.D)

Since ¢ € AS(I) we have d;({(j,k) : [|xj —c|| < €}) #0.
Hence by (3.1) we have d;({(j,k) : |[xjx —c|| > r+¢€}) #0,
which contradicts that & € I-st-LIML. Hence ||E —c|| <r. O

Theorem 3.15. Let (R",|| . ||) be a strictly convex space and
x = {xjx} j xen be a double sequence in this space. For any
r >0, let y1,y; € I-st-LIM., wnh | yi —y2 ||=2r. Then xis
I-statistically convergent to 5 (y1 +y2).

Proof. Let y3 be an arbitrary [I-statistical cluster point of x.
Now since y1,y2 € I-st-LIM}, so by Theorem 3.14,

[yi—y3l[<rand [[y2—y3[|< 7.
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Then 2r =|| y1 —y2 ||<|| y1 —y3 || + || y3 —y2 || < 2r. Therefore
Iy1=y3 I=[ly2—y3 ||=r. Now

1 1

F 01 =y2) = S [s =y1) + (72 = 3)] (3.2)
Since || y1 —y2 ||= 2r, so || %(yg —y1) ||l=r. Again since

the space is strictly convex so by (3.2) we get, 5 Ly, —y1) =

y3—y1 = y2 —vy3. Thus y3 = 2( y1 +y2) is the unique I-
statistical cluster point of the double sequence x. Again
by the given condition I-st-LIM] # @ and so by Theorem
3.5, x is I-statistically bounded. Since y3 is the unique /-
statistical cluster point of the I-statistically bounded double
sequence x, so by lemma 3.13, x is /-statistically convergent
t0y3 = 3(y1+y2). O

Theorem 3.16. Let x = {xi} j xen be a double sequence in
X.

(i) If ¢ € A3(I), then I-st-LIM”. C B,(c).

(i) I-st-LIML = () B,(c)={E€X:AS(I)C

ceAS(I)

Proof. (i)Let ¢ € A3(I). Then by Theorem 3.14, for all £ €
I-st-LIMZ, ||& — c|| < r and hence the result follows.

(ii) By (i) it is clear that I-st-LIM} C () B,(c). Now

ceAS(I)

forall c € AS(I) and y € () B,(c) we have ||y —c|| <r.
Then clearly () B,(

ceA3(I)
B-(8)}.
ceAS(I)

B(c)c{EeX:A(l)C

Now, let y ¢ I-st-LIMY. Then there exists an € > 0 such

that dj(A) # 0, where A = {(m,n) € NxN: ||x, —y| >

r+ €} . This implies the existence of an I-statistical cluster

point c of the sequence x with ||y —c|| > r+&. This gives

1) ¢ B,(y)and so y ¢ {& € X : A5(I) € B,(E)}. Hence

{é €X: Af( ) C Br(&)} C I-st-LIM.. This completes the
proof.

Br(S)}-

O
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