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Abstract

In this paper, we consider MX1! M2 /G, G, /1 retrial queue with priority services, orbital search, compulsory
short vacation, optional long vacation, working breakdown and repair under Bernoulli schedule controlled policy.
There are two types of customers, namely high priority and low priority arriving in batches. After completion of
each high priority service, the server goes for short vacation and after completion of each low priority service,
the server can option to take a long vacation. Further, the server subject to breakdown, the system either goes
to repair immediately or continue slower rate service for current customer with some probability. The primary
customers who find the server is long vacation are allowed to balk. After completion of low priority service (if the
server not taking vacation), repair or both types of vacation the server can search for the customers in the orbit
or remains idle, if there are no customers in the high priority queue. We use the established norm which is the
corresponding steady state results for time dependent probability generating functions are obtained. Along with
that, the expected waiting time for the expected number of customers for both high and low priority queues are
computed. Numerical results along with the graphical representations are shown elaborately.
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with discretionary priority based on service stages. Ayyappan
and Thamizhselvi [1] obtained time dependent results as well
as steady state results for MX1], Ml /G G, /1 retrial queue-
ing system with priority services, working vacations, vacation
interruption and delayed repair.

Madan [9] discussed an M/G/1 queueing system with
compulsory server vacation. Saravanarajan and Chandrasekaran
[17] discussed an M¥ /G/1 feedback queue with two-phase
service, compulsory server vacation and random breakdowns.
A batch arrival retrial queue with Bernoulli vacation policy
and server breakdown studied by Shweta Upadhyaya [19].
Krishnamoorthy et al. [7] presented orbital search in M/G/1
retrial queue with nonpersistent customers. Rajadurai et al.
[15] extended to MX /G/1 retrial queue with negative arrival,
orbital search and feedback under Bernoulli vacation. Ke
[5] studied optimal control of M/G/1 queueing system with
server startup and two vacation types by using supplemen-
tary variable method. Madan and Hadjar [10] obtained time-
dependent and steady state solution of an MX /G/1 queue-
ing system with server’s long and short vacations. Recently,
M/G/1 queue with compulsory short vacation and reneging
during optional long vacation examined by Maragathasundari
et al. [11], using supplementary variable method.

The idea of working breakdown is not the same as the idea
of working vacations. This idea was introduce by Kalidass
and Kasturi [6]. Using matrix-geometric method, Dong and
Chen [3] studied M /M /1 queue with second optional service,
working breakdowns and repairs and MAP/M /1 queue with
working breakdowns analysed by Ye and Liu [14]. Li and
Zhang [8] discussed an M /G/1 retrial G-queue with general
retrial times and working breakdowns by using method of
supplementary variable technique.

Shan and Zaiming [18] studied an M/G/1 queue with sin-
gle working vacation and vacation interruption under Bernoulli
schedule to obtain the stationary queue length at departure
epochs, by using matrix analytic method and the stationary
queue length at the arbitrary epoch, by using the supple-
mentary variable technique. Rajadurai et al. [16] extended
M* /G/1 retrial G-queue with working vacations and vacation
interruption under Bernoulli schedule to obtain explicit expres-
sions of the performance measures, reliability measures and
stochastic decomposition by using the supplementary variable
technique. Tao Jiang and Baogui Xin [20] recently presented
M /M /1 queue with working breakdowns and delaying repair
under Bernoulli-schedule-controlled policy by using Matrix
analytic method and Spectral expansion method to computed
the performance measures and sojourn time of an arbitrary
customer.

In this paper, we consider a single server batch arrival pri-
ority based retrial queueing system with orbital search, com-
pulsory short vacation, optional long vacation which consists
of working breakdown and repair under Bernoulli schedule
controlled policy. We assume that customers arrive according
to compound Poisson process in which high priority customers
are assigned to type 1 and type 2 customers (retrial customers)
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are of low priority. At end of the each high priority service,
the server compulsory go for a short vacation as well as com-
pletion of each low priority service server has an option to
takes long vacation. At the completion of the short vacation
the server search the orbit, if there are no customers in the
high priority queue. Both type of customers balks during long
vacation. Whenever, the system is subjected to breakdowns;
the breakdowns occur according to Poisson process. Once
the system breaks down, the server to decide stop the service
immediately with probability (1 — p) or the service continues
only to the current customer at a slower rate with probability
p.

The paper is arranged as follows. The description of the
mathematical model are mentioned in section 2, equations
defining the model and the time dependent solutions are ob-
tained in section 3. The steady state results are derived in
section 4. The expected queue length and expected waiting
time are derived in section 5 and 6, respectively. Some particu-
lar cases are mentioned in section 7 and in section 8, numerical
results and their graphical representations are presented.

2. Mathematical Description

1. High priority and low priority customers arrive at the
system in batches of variable size in a compound Pois-
son process. Let Apcidt (i=1,2,3,...) and Aic;dt (j =
1,2,3,...) be the first order probability that a batch of i
and j customers arrives at the system during a short in-
terval of time (¢,7 +dt), where 0 <¢; < 1,¥7 ¢; =1,
0<c;<1,¥Y7 c;=1,and A, >0, > 0 are the mean
arrival rate for high and low priority customers entering
into the system. Note that low priority customers will be
served only when there are no high priority customers in
the queue. Consequently, high priority customers have
non-preemptive priority over low priority customers.

2. The retrial customers are the customers with low pri-
ority. A new batch of low priority customers who find
the server idle begins to be one of the customer served
immediately and remaining customer joins the orbit.
A low priority customer in the orbit always returns to
the orbit when he finds the server busy on his retrial
attempt.

3. For each customer under high and low priority service
provided by a single service channel on a ’First In -
First Out’ service basis.

4. The system may breakdown at any point of time dur-
ing busy period and breakdowns are assumed to occur
according to a Poisson process with breakdown rate
o > 0. However, the server either works slower than
the regular service rate for only the current customer
with probability p or stop service and repair immedi-
ately with probability (1 — p).

5. After completion of each high priority service, the
server will take compulsory short vacation of random
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length. If high priority queue is empty, the server goes
in search of customers from the orbit after completion
of short vacation with probability r or remains idle with
probability (1 —r).

6. After completion of each low priority service, the server
has an option to go for long vacation with probability
0 and with probability (1 — 0) it search next customer
from orbit.

7. If the server is on long vacation then the arriving cus-
tomers either join the queue with probability b or balks
with probability (1 — b).

8. The stochastic processes involved in the system are
assumed to be independent of each other.

2.1 Definitions
Let

e N (¢) be the high priority queue size at time t.
e N,(t) be the orbit size at time t.

e BY(t),i =1,2,3,4 be the elapsed service time of the
high and low priority and working breakdown services
respectively.

e V(t) be the elapsed short vacation time.
e V(1) be the elapsed long vacation time.

o RO(1) be the elapsed repair time for after working break-
down service.

) R(])(t) be the elapsed repair time for high priority ser-
vice.

° Rg(t) be the elapsed repair time for low priority service.

o Y(t

~—

denote the server state at time t is given by,

, if the
, if the

0 server is idle,

1 server is busy with high priority service,

2, if the server is busy with low priority service,

3, if the server is busy with high priority service
during working breakdown period,

4, if the server is busy with low priority service
during working breakdown period,

5, if the serveris under repair for after working
breakdown service

6, if the serveris under repair for high priority,

7, if the serveris under repair for low priority,

8, if the server is on short vacation,

9, if the serveris on long vacation.

Y(t)=

The high and low priority service time, working break-
down (WB) service time, vacation time, repair time follows
general (arbitrary) distribution and the notions used for their
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Table 1. Notations

Server state CDF  PDF LST Hazard rate
Retrial A(t)  a(t) M(s) B(x)
High priority service Bi(t) bi(t) Bi(s) (k)
Low priority service By(t)  ba(t)  Bals) (k)
High priority service for WB period By (1)  b3(t) Bs(s) us(k)
Low priority service for WB period ~ B4(t)  ba(t)  Ba(s) Ha(x)
Repair for after WB service R(1) r(t) R(s) n(x)
Repair for high priority Ri(t) r() Ri(s) m®)
Repair for low priority Ry(t)  ra(t)  Ra(s) m(y)
Short vacation Vs(t)  vs(t)  Vs(s) m(x)
Long vacation V@) vi(t) Vils) p(x)

cumulative distribution function (CDF), the probability den-
sity function (PDF) and the Laplace Stieltjes transform (LST)
are given in table 1.

In the steady state, we assume that B;(0) = 0,
Bi(e0) = 1,V5(0) = 0,Vs(e0) = 1,VL(0) = 0,Vi(e0) = 1,
R(0) = 0,R(c) = 1 are continues at k =0 (i = 1,2,3,4) and
R1(0) =0,R () = 1,R(0) = 0,R;(c0) = 1, are continues at
y=0.

Next, we define the probability Iy(z) = Pr{N;(¢) = 0,
N,(r) =0,Y(r) =0} and probability densities

Ion(t,%)dx =Pr{Nj(t) = 0,Ny(t) = n,Y (t) = 0,k < M°(z)
<Kk+dx}, n>1,

P (e, t)d i = Pr{Ny (t) = m,Na(t) =n,Y () =
<Kk+dx}n>0,

P (e, t)di = Pr{Ny (t) = m,Na(t) =n,Y (t) = 2:k < BY(¢)
<K+dk}n>0,

O\ (k,1)dK = Pr{Ni () = m,No(t) = n, ¥ (1) = 3; < BY(t)
<K+dx}n>0,

0\ (k,1)dK = Pr{Ni (t) = m,No(t) = n, ¥ (1) = 4; x < BY(r)
<K+dk}n>0,

Rinn(i,1)dic = Pr{Ni (1) = m,Ny(t) = n,Y (t) = 5;k < R°(¢)
<Kk+dx}n>0,

Ron(k,y,1)dy = Pr{N (1) = m,Na(t) = n,Y (1) = 6;y < R(1)
<y+dy/B{(1) =Kk} n>0,

R (16, y,1)dy = Pr{N; (1) = m,Na(£) = n, ¥ (1) = Ty < RO(1)
<y+dy/B3(t) = k},

Ve.mn(K,1)dic = Pr{Ny(t) = m,Ny(t) = n,Y (t) = 8;x < V(t)
<Kk+dx}n>0,

Vi ma(K,1)dx = Pr{Ni(t) = m,Ny(t) = n,Y (1) = 9k < V(1)
<K+dx}n>0,

fork >0,y>0¢t>0,m>0.
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3. Equation Governing the System

Here, we construct a set of Kolmogorov forward equations
using supplementary variable technique as follows:
d

—Ipo(t) =
dt 00(?)

4 /O Vs.o.0 (K07 (K)dic+ /0 Vioo(k,0)p(K)dx

+ /O Roo (i, 1) 3(K)d K G.1)

iI (x t)—i—il (k,t) = —(An+ X+ B(x)on(x,1)

ot (IFALS Ok 0.n\8y1) = h 1 0.n\851),
(3.2)

9 L) J

EPW,(KJ)—&— 81<Pm’" (x,t) / Rmn (x,y,0)N1 (y)dy

_()LI1+)LI+(X+H1(K))P”£11J)1(KI +)LIIZC m Kt)

+ A Zc i ( (3.3)

9 p2) ,t>+ip,;%z

= ToPen) = [ Ry m()dy

()yh+)~]+(x+u2( )) r(n)t(Kt +)’hzc m— ln Kt)

n
+l[ Z CjP,ﬁSBlfj(K',t),

Jj=1

34

9 0 9 0 EPYR SHPN()

atQm,n(K,t)JF 8K_Qm.ﬂ(K7t) 72’}1[:21C1Qm7i’n(1<’t)

— (et A+ 3 (1) O (k.0) + 24 Y ;000 (K1), (3.5)
j=1

20 t) + - 0h(.0) = 24 Y il (k)

a[ m,n bl 31(‘ m,n 9 Pt IXm—in I

— (e A+ () Qh (.0) + 4 Y ¢;Qm_(K.1), (3.6)
j=1

2R (yy1) =

9 L)
ERm,n(K7y7t) + aK_

Y, c,-Rf,}l,-,n(K,y,t)
i

- ()“h+)“l +n1(K))R£r},>n(Kay7[) +)“l Z CjREyi)nfj(K))%t)?
j=1
3.7

=Y eRY, (k.y,1)

i=1

d ) Jd L0
ERm,n(KJ)at) + %Rm,n(KayJ)

— (A A+ M2 (k) Ron (k3 0) + A4 Y RO (k6,30,0),
j=1
(3.8)

d d
ERm’n(K7t) + ﬁRm,n(Kvl‘) —

m n
+ lh Z CiRmfi,n(Ka t) + Al Z Cij,nfj(Kv t)a
i=1 j=1

—(lh + A+ 113(K))R,n7,1(1€,t)

(3.9)
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—(lh+)q)10,0(t)+(l—6)/()WP(§?O)(K,t)u2(K)dK

d d o
EVS,m,n(Kat) + EVS,m,n(Kat) = 2vhl:Zl CiVS,mfi,n(Kat)
- (Ah +A+ h (K>)V5$m1n(K7t) +4 Z CjVS~m7n—j<K’t)7
=1
(3.10)

9 m
7VL,m,n(Kat) = A‘hb Z CiVL.,mfi,n(Kat)

d
*VLm,n(K)t) + 81(

ot

— (M + M+ 2(K)WVemn (K1) + A4b Y ¢ Vema (K1)
=1

+ (1 =b)AVemn+ (1= b)YV (K, 1). (3.11)

The above set of equation are to be solved under the following
boundary conditions at k¥ = 0 are

1,(0.0) = (1= {(1=0) [Pl (x.palr)d
+/Omvs,oﬂ(;c,t)yl(K)dx+/Omvm,,,(x,z)yz(x)dx
+f mRo,n(KJ)ﬂs(K)dK},

P(0,1) =

(3.12)
1_ / m+1nKt“2()K
+/0 VS7m+1.n(K7t)'y1(K)dK+/0 VL,1n+1,n(K7t)Y2(K)dK

+/0 Ryi10(k,0)M3(x)dxc

AnCms1don (1)

(3.13)

n 00
Péil)(o,t) = Ncnrilop(t) + A4 Z Cj/o 107n+17j(K,t)dK
J=1

—|—/0m10’,,+1(1€,t)[3(1<)d1€+r{./O‘OORO,,,H(KJ)m(K)dK
+/WVS,O_H](m)yl(K)dH/OWVLO_,HH(K,t)yQ(K)dK
(1-6 / 2 (1) pa (i )dK}7 (3.14)
Qm,,,(o,t):oc,p/0 P (k0)dx, i=1,2, (3.15)
R,(,i?n(x,o,t):a(l—p)/omlzﬁf,),,(x,t)d:c, i=1,2, (3.16)
Run(0,8) = /0oo Qf,i,,)n(x,t)m(ic)dx
+ | ohtenms(e)dx (3.17)
Vsmn(0,1) = / P (e, ) (K)d (3.18)
Vimn(0,1) =0 /0 PO (i, 1) ua () d e (3.19)

We assume that initially there are no customers in the system
and the server is idle. So the initial conditions are,

P (0) = 0W,(0) = R,(0) = Ry (0) = Vs (0)

- VL,m,n(O) - Oa m,n Z 07 IOJI(O) = 07 n Z 17
and 10’0(0) =1.
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The Probability Generating Function (PGF) of this model:
I(x,t,2) = Z (k1)
Akt znz) = Y, ) 4% Amn
mm:On 0 3.2

A(K,I,Zh) Zzzl m(Kat)

"&,:0
A(x,t,z) = Z 7 An(K,1)

n=0

where A = P(), Q(")7

Vs, Vi, R, RY). Which are convergent

inside the circle given by | z;, |[< 1,/ z; |[< 1 and define the
Laplace transform of a function f(z) as

5) = /0 " flt)edr

Now taking Laplace transforms for equation (3.1) to (3.19)
and using (3.20) , we get

(524 Mloo(s) —1 = (1-6) [P (. 9pa(w)dx

+ /0 Vso0(K, )7 (K)dx+ /0 Vioo(k,)p(K)dx

+ [ Roolisma(w)d (322)
(% +5+ A+ 4+ B(K)on(K,s) =0, (3.23)
(ai+s+7th+7tl+a+u1( K)) Pon (K, )

—),hZc, P a(k,s) +l12c, o (K,9)

Jj=

+ / (%, ,8)01 (y)dy, (3.24)
(bt At At o ()P (.9

—),hZc, ) (k) +q/1,zc, P i(k.s)

+ / (5,3, 5) 112 (), (3.25)
(7 +5+ A+ A+ us(x ))Q( ) n(K,8)

= f{ O 1(K,5) + ic;Qﬁi,ﬁ_ i(k,s),  (3.26)

o o
(b A A () DE (k.9)
Y0 (k) + 4 Y 02 (es),  (B27)
i=1 Jj=1
(Db A D ()R (.09
— A i iR (K, 308) + 24 i RN (K 3,5), (3.28)

i= =1
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d
(= r®

P +S+)Lh+7tl+n2( ))

n(K,,5)
= Zciﬁmfi,”(rc,y,s) +A Z che,ﬁL,j(K,y,s), (3.29)
i=1 =

0 _
+5+ A+ 4 +n3(x))Rn

- a(.9)
=M Y ciRmin(K,8)+ 4 Y cjRun—j(K,5),  (3.30)
=1 =
d _
(ﬂ +s+ A+ +7(K)Vsma(K,s)
=M Z ciVsm—in(K,s)+ X Z ciVsmn—j(K,s), (3.31)
=1 =1
d _
(5o 8+ Ab+ A+ 1(K)VLma(K,s)
= lhb Z CiVL,mfi,n(Kas) + )le Z CjVL,m,nfj(Kv S)a (3.32)
i=1 =1

Toa(0,5) = (1= {(1-0) [P (x5 sl
+./OMVS,O’,,(K‘,S)}Q(K')dK'-i—'/OMVL’OW(K,S)}/Q(K')dK
n /0 mﬁo,n(;c7s)n3(;<)d;<},

(0.9) = Ao rTon(9)+ [ Riralis)ma(x)dx

(3.33)
P,

+/0 Vs,m+1,n<;<,s)y1(;<)d1<+/o Vims1n(K,8) 1 (K)dK

+(1 G)Amﬁfllﬁn(x,s)m(x)dm (3.34)

Fé?i(&s) = l;cn_‘_lfop(s) —|—ﬁ,1 Z Cj[) 70,n+1—j(’<7 S)dK
j=1

+/0°°70,n+1(x,s)ﬁ(1<)d;<+r{ /Omﬁomﬂ(x,s)m(x)dx

—|—/0 VS,O,n+l(K75)'Yl(K)dK+/O VL,(),,,+1(K,S)’}/2(K)dK

(- e)/owﬁg?)z“(;c,s)uz(x)dx}, (3.35)
&Y (k,0,5) = a(1 - p) /OOQP,(H),,(K )i, i=1,2, (336)
0 .(0,5) = ap /O TP (ks)dk, i=1.2, (3.37)
Rual0.9) = [ Q) (x.5)pa()dx

+/0°°§§,i21(1<,s)u4(1<)d;< (3.38)
Vsma(0.5) = [ Pil(e.s)p(0)dx (3:39)
Vianal0.5) =6 [P (.5 s () (3.40)

We multiply equations (3.23) to (3.32) by z}', summing over n
from 0O to e and using (3.21), we have
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(9 —
54 A+ A+ B (k) o(x,5,2) =

(ﬂ 0, (3.41)
P
(52 8+ A+ (1= Ca)) + ot (k)P (K,5,21)
=Y P+ [ R (ks am )y,
i=1
(3.42)
P
(G + 3 At 2a(1=Cla) + ot ()P, (15,21)
:A’hzcipﬁlzzi(xvs7zl)+/o EI(nZ)(K7yvsaZl)n2(y)dyv
i=1
(3.43)
d _
(G + 5 A+ 2a(1=Clar)) + 413(x)) 0, (1.5,21)
=4 Y O i(K,5,21), (3.44)
i=1
d —(2)
(ﬁ +S+)‘h+)‘/(l_C(Zl))+“4(K))Qm (K,S,Zl)
= Y il i(K,5,21), (3.45)
i=1
P
(5+S+lh+ll(1— C(z1)) +n3(K))Ru(5,5,21)
= lh Z ciﬁm*i(’(a S,Z[), (346)
i=1
J &0
(%“‘S"‘Ah"'ll(l— (z1)) +m (k)R (K,y,5,21)
=2 Y R (e, ys,2), (3.47)
i=1
J -(2)
(ﬁ +S+)‘h+)‘/(l_C(Zl))+n2(K))Rm (Kvyasvzl)
=2 Y R (k. y.5,2), (3.48)
i=1
P _
(ﬁ‘f‘s‘i‘)«h‘f‘}d(l_C(Zl))+71(K))VS,m(K757Z1)
=M Z ciVsm—i(K,8,21), (3.49)
i=1
d _
(%+S+A‘hb+klb(l7C(Z1))+YZ(K))VL7m(K7S7Zl)
=MbY ciVim-i(K,s,2). (3.50)

i=1

We multiply equations (3.42) to (3.50) by z;' summing over n
from O to o and use PGF, we get

0
7+S+lh

Fre

(1=C(z)) +

xF( (K,8,21,21) /

(1 =C(z)) + o+ (K))

(1,38, 2n,21) M (y)dy,
(3.51)
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(%+S+7Lh(1*C(Zh))+7tl(1*C(Zl))JF“*”Z(K))

x P2 (k8,20 21) = /:R(z)(K,y,s,zwz)nz(y)dya (3.52)
(% + 5+ (1= C(z1)) + M(1 = C(z1)) + p3(x))

« 0" (k. 5.2.20) = 0. (3.53)
(% s+ An(1=Clzn)) + (1 = Cz1)) + s (x))

< 0 (k. 5.2.21) = 0. (3.54)
(% s+ (1= C(z1) + A (1 =C(z) +mi (K))

xR (%, 5,20,21) = 0, (3.55)
(% +54+ (1= C(zn) + 4 (1= C(z1)) + M2(x))

W B (k.5.20.21) = 0. (3.56)
(% +5+ A (1=C(zn)) + M (1= C(z1)) +M3(K))

< R(K,5,2m21) = 0, (3.57)
<% st (1= Can) + A1 —Cla) + 1 (K))

V(K5 20.21) = O, (3.58)
(% +5+Mb(1—C(z1)) + 4b(1 —C(z)) + 1(x))

<V (K.5.20.21) = O, (3.59)

Next, we multiply both sides of equation (3.33) by z;' sum-
ming over n from 1 to oo, we obtain

T0(0,5,2) = (1-n){ (1 _e)/:ﬁg”(x,s,zl)uz(;c)dx
+/OWVS,O(m,z,)yI(K)dH/OWVL,O(K,s,z,)yZ(K)dK

+ | Rk am(0di} — (s A+ M)+ 1. (60

Next, we multiply both sides of equation (3.35) by z”H sum-
ming over n from 0 to oo, we have

2P (0,5,2) :lzc(21)70,0(5)+7tzc(21)/0 Io(x,s,2;)dx
+ | o zBedr{ [ Rolis,zma()ar}
+/0 Vs,o(&S,Zz)Yl(K)dK*-/O Vio(x,s,2)p(k)dx

+( —9)'/:ng)(x,s,z,)m(x)dx, 3.61)

We multiply both sides of equations (3.34) and (3.36) to (3.40)
by zj summing over n from 0 to e, we have
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F;&:)(O,S,Zz) = Anemirlo(s,21) +/0 Rys1(K,8,21)m3(K)dK

4 / Vs (K,5,2) 7 (K)dx+ /0 Vit (,8,2) 1 (K)dK

(1-0) [P e

R,(,?(K,o,s,z,):a(1_p)/ P (k,5,2)dx, i=1,2,
0

$,21) M2 (K)d K, (3.62)

(3.63)

Al Osz)=ap [ Pliesadx i=12. G6d
Ru(0.5.20) = [0 (s ) ()

+/0°°Q(f)(r<7s,zz)u4('<)d'< (3.65)

Vsm(O5.2).= [P s,z (0)dx (3.66)

Vim(0,5,2;) = o/omﬁg)(ic,s,zl)uz(lc)dk (3.67)

We multiply both sides of equation (3.62), by z"’“ summing
over n from 0 to oo, we have

P 05.20,2) = (1-0) [P (5,21, 20)1a ()
+ [ Vst mam s+ [ Vilesaanxd
+ [ ROz 2 (0)d K-+ Mo, 2)
~{a=0) [ PP (5.l
+ [ Vsotesamiod+ [ Vioesamods
+/ Ro(x

We multiply both sides of equations (3.63) to (3.67), by 7z
summing over n from 0 to co, we have

s.2)m3(K)dx (3.68)

RV (k,0,5,20,21) = (1 —P)/O P (k5,2 z)dK,i = 1,2,
(3.69)

K s Zh?ZZ)dK. i= 1727

Q()(O $,2h,21) = ocp/

Integration of equations (3.41) and (3.53) to (3.59) between 0
and K we get

—(s+Ap+A)k— [ B(2)dt

Io(x,s,21) =10(0,s,2))e (3.74)
0" (k.5.01,2) = 00,52, z0)e AR IO (375)
07 (1,5, 21,21) = 07 (0, 5,25, 21)e ACIX [T 11 (376
F(l)(K,y,s,zh,zl) = E(])(K,O,s,zh,z;)e‘A(“)"_-}b’(mmd’,
(3.77)
R )(K,y,s,zh,zl) :17<2)(K,07s7zh,Zz)e’A(s*Z>"’f0K”2(‘)d’7
(3.78)
R(x,s,21,21) = R(0,s zh,zl)efA“"Z)K*fOK"3(’)‘” (3.79)
Vs(K,5,20,21) = Vs(0,5,2p,z7)e AEIRIon@de (3 80)
Vi(i,s,20,2) = Vi(0,5,2,21)e B o ndr (3 81)
Multiplying equations (3.74) to (3.81) by B(x), u3(x), Ha(x),
M1(56), 1a(K), 15(K), 1 (1) and () respectively,
/wao(ic,s,z,) K)dk =1o(0,s,2) )M(s+ X, + 1)), (3.82)
" sz (k) = 0 (0.5.2, 2B (4(5.2).
(3.83)
0% sz s () = 70,521, 2 Ba(A(s.2))
(3.84)
/Owﬁ(l)(lgy,s,zh,z/)m(K)dic:R(l)(K,O,s,zh,ZI)E(A(s,Z)L
(3.85)
/OOOE(Z)(K,y,s,zh,ZI)nz(K)dK = Em(K,O,s,zh,zz)ﬁz(A(s,z)),
(3.86)

/ TRk, 5,20 203 ()i = R(0,5,2,2)R(A(s,2)), (3.87)
/ Vs(x s,25,21)Vs(A(s,2)),
(3.88)

/0 VL., 20 2) B ()X = V10,5, 2,20) VL (B(s.2)).
(3.89)

§,Zh,21 Vl( )dK = VS(07

where,

A(s,z) = s+ (1 = C(zs)) + A (1 = C(z1))

(3.70) B(s,2) = s+ Ab(1 = C(z3)) + Ab(1—C(z)))
R(0,s,2,21) = / é(l)(ms,zh,zl)m(x)dx at zj, = 0, equations (3.85) to (3.89), becomes
0
+ [ 0% szl G [ R s @m0 =R (.0.5.20R (41(5.2),
0
— (1) (3.90)
VS(OvsaZhvzl) = / P (K,S,Zh,Z[)ul (K)dK7 (372) °°7(2) —(2) _
- 0 “ /0 Ry (K, 3,5,21)M2(K)dk = Ry (k,0,5,21)R2 (A1 (5,2)),
Vi(0,s,z0,21) = 6/ p' )(K,S,Zh,Z[),LLz(K)dK (3.73) 3.91)
0 )
236 pe
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/O'wko<x,s7zl>n3<r<>dx=ko<o,s,zl>ﬁ<A1<s,z>>, (3.92)

/0 Vso(Kk,s,21)% (k)dk = V50(0,s,2)Vs(Ai (s,2)),

(3.93)
/OwVL,o(K,S,Zz)Yz(K)dK =V10(0,5,2)VL(Bi(s,2)),
(3.94)
where,
A1(s,2) =s+ X+ A4(1—-C(z)))
Bi(s,2) = s+ Mb+Ab(1 - C(z))

substitute equation (3.69) into (3.85) and (3.86), we get
/0 RU)(K,yaSvZMZl)nl(K)dK
a(l—p) P (5,20, 2)Ri(A(s,2)) i=1,2 (3.95)

then (3.51) and (3.52) becomes,

d (i
{5 +AG.+all— (1= PR (A(s,2)] + ()}
x PO (i, 5,20,21) =0, i=1,2. (3.96)
solving (3.96) we get
P(i)(KaSaZhaZl) :F(i>(0as7zh7zl) ~(0ils.2)x fo Hilt l: 1727
3.97)

atz; =0

/ PO (i, 5,20 (k) d i = PS) (0, 5,2)Bi (i (5.2)), i = 1,2.
(3.98)

where,

0i(s,2) = Als,2) + a1 — (1 — )R (A(s,2))
Wi(s,2) = A1 (s,2) + e[l - (1 - p)R" (A1 (5,2))]

Now, using equations (3.82) to (3.98) into (3.60), (3.61) and
(3.68), we get

T0(0,5,2) = 1 — (s+ A+ A)To0(s) + S (0,5,2) (1 — r)

1-Bi(y (s,Z))}
Vi (S7Z)

(0,5,2)(1—r)

% {El(wl (5,2))Vs(Ai(s,2)) +ap|
x By (Ar(s,2))R (A1 (5,2)) } + P

+ Py
% { (1= 0)Ba(ya(5,2)) + 0B (v (s,2)) VL (B (5.))

1 _E2(W2(S7Z))

torl— )

}54(A1(S7Z))§(A1(s,z))}, (3.99)
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PY(0,5,2,21) {1 — Bi (91(5,2))Vs(A(s,2))

1—B(¢1(s,2)) -

Toisg) ,2))R(A(s,2)) }

= MC(zn)10(0,5,2;) | sf):)_tl;gll))]

1 _EI(WI (S>Z))
L4 (sz)

(O,S,zl){(l —9)

—Olp[ ]E},(A(S

1—-M

(1)(075721)

]

x {El(lm (5,2))Vs(A1(5,2)) +ap]

X By (A1 (5,2))R(A1(s,2)) } + P§

+P;
x {Ba($2(s,2)) — B2 (ya(s,2)) } + 6{Ba2(2(5,2))
X V(B(s,z)) — B2 (¢2(s,2))VL(Bi(s,2)) } + ap
5,2

)
X { [W]B4(A(S,Z))R(A(saz>>
_[liéﬂﬂﬁﬁﬁl

v (s,2) ]E‘*(Al(svz))ﬁ(fh(s,Z))}}, (3.100)
Féz)(O,S,Zl){Zl —r{(l — 0)Ba(y2(s,2)) + 0B (va(s,2))

1-Ba(wa(s:2)
va(s,2)
XE(AI(S,Z))}} = MC(z)To0(s) +10(0,5,2)

1— (SJr;Lth)Ll)
s+A+ A

+ P (05,200 { B (w1 (5.2) V(A (5,2))

1-B1(yi(s,2))
Vi (S7Z)

We have to solve (3.99), (3.100) and (3.101). Letting z;, =
g(z;) in (3.100), we get

xVi(Bi(s,z))+ap| |Ba(A1(5,2))

x {ms F A+ )+ AC(z) |

I}

+ap| ]E3(A1(s,z))R(A1(s,z))} (3.101)

1-B1(yi(5,2)

Py (0.5,20){B1 (w1 (s,2) V(41 5.2)) + ap o)
By (415, 2)R(A (5.9) ) = MCle(a)To(0.5.21)
(PR A B 0,520 {1~ 0) (Ba(02(5.2)

—Ba(ya(5,2)) } + 0{B2(02(s,2))VL(B2(5,2))
—Bzwz(s,z))vL(Bl(s,z))}+ap{[1—‘i22((<s’2§72))

[1 _EZ(WZ(&Z))}

WZ(S7Z)
X E4(A1(s,z))1?(A1(s,z))}}, (3.102)

]

X B4(A2(s5,2))R(A2(s,2)) —

substituting the above in (3.99), we get

To(0.s.2){ 1= (1= )4 Cls(a) 5 _Zs‘ﬁsaﬁhaj &

1= (s+ A+ A)Too(s) + (1—r)PS(0,5,2)
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X {(1 — 0)B1(02(s,2)) + 0B2(02(5,2))V L(Ba(s,2))

1 —B5(0s(s,2))

+ap| [Ba(42(s.2)R(Ax(s,2)) |

0,(s,2)

(3.103)
substituting (3.102) and (3.103) in (3.101), we get
P(0,5,2) = 2202 (3.104)

D(s,z)
substituting (3.104) in (3.103), we get
7 Ny (S,Z)
15(0,s,7;) = 3.105
0(0,s,21) Dis.2) ( )

Finally substituting (3.102), (3.104) and (3.105) in (3.100),
we get

(1)  No(s,2)
POz z) = Do(s,2) (3.106)
where,
- 1-M A+ A
NO(S,Z):lh{C(Zh)7C(g(zl))}10(07s7zl)[ (s+An+ A1)

s+ +A
+ 75 (0.5,2){ (1= 0){B2(62(5,2)) ~ Ba(02(s,2)) }
+0{B2(92(5,2))V1(B(s.2) — Ba(02(5,2)) V1. (Ba(5,2))}

1_—}?4(A(s,z))ﬁ(A(s,Z))

(s + A+ 2)1o0(s) Hz — 1T (s,21)}
+(1 T (s,z2){MC(z)o0(s)}
1-— (S + A+ 11)707() (S)}{M(S + A+ Al)

= ﬂsxﬁhxj W]} + {calon(s)
1 —M(H—M"‘ll)]}

s+A+ A

1-Bi(91(5,2) 1% -
W]Bs (A(s,2))R(A(s,

—Bi1(91(5,2))Vs(A(s,2))
1—M(s+ A+ A)

:{l_(l_r)a’hc(g(zl))[ S+/’Lh+/l[ ]}

x{z—rT(s,21)} — (1= r)T(s,2){M (s + Xy + L))
1—M(s+A+4)
s+ +A }}
(1 — 9)?2(62(5‘,2)) + GEQ(Gz(S7
1 —B,(02(s,2))
0>(s,2)

+
>
a

(@)[

x {1 —(1=r)2C(g(z1))[

Dy(s,2) =z —

z))

ap|

D(s,z)

+MC(z) |

T(s,21) = 2)VL(Ba(s,2))

+ap| |Ba(A2(s,2))R(A2(s,2)).-
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]

the other boundary conditions are

1 - Bi(9i(s,2))

= ap PY(0,5,2,2)| 0:(5,2)

Q(i)(O,S,Zh,Zl) I,

(3.107)

(i (i 1 —Bi(¢;
R(0,5,20,21) = a(1 = p)P(0,5,25,21) [— o)

P(0,5,20,2) [i
(3.109)
(3.110)
3.111)

b}
.MN

E(Oa&ZhaZl) =

P (0,5,21,21)B1 (91 (s,
GF(()Z) (0,5,2)B2(w1(s,2))-

VL(Ovsvzhvzl) =

VS(O,S,ZZ) =

Z))v

Theorem 3.1. The probability generating function of the
Laplace transforms of the number of customers in the high
and low priority queue while the system was in regular service,
working breakdown service, repair and vacation are given by

To(s,21) =10(0,5,2)) [1 — sfltj_h; M], (3.112)
P(l)(s,zmz)=P(1)(0,S7Zh,a)[l_ill((f’lz(s’z))], (3.113)
PP (s,21,21) =Pé2)(0,s7a>[W}, (3.114)
0 (s,2m.2) = P (0 Y7Zh7zl)[1illif,lz(;’Z))]
x [W], (3.115)
0% 5.2n0) = 0P 05,2 [ = 22
[W], (3.116)
Ris.anz) = ap P05 50,20 B4 5.2 [ o
X [Whalﬂl’o (0,5,21)Ba(A(s,2))
NIk PR A
Rs.20,2) = a1 = p) P 0sizan) [ o))
x [1 _R:‘I(:("z)(s’z))], (3.118)
R(s.20,2) = a1 = p) PP (0z) [ 2 20
5 —R;z(:(:z;s,z))], (3.119)
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VS(S;ZhaZl) ( )(0 S,2h, ZI)EI (¢l (S,Z))
1-Vs(A(s,2))
x [W], (3.120)

Vi(s,2,21) = 6Py (0,5,2)Ba(92(s,2))

o [1 fVL(B(s,z))].

30520 (3.121)

4. Steady State Analysis: Limiting
Behaviour

In this section, we derive the steady state probability distri-
bution for our queueing model. By applying the well-known
Tauberian property,

lims7(s) = lim /(1)

In order to determine /Iy o, we use the normalizing condition

Ioo+1o(1 (1,1)+ 0" (1,1) +RO(1,1)}

+Z{P
+R(1, 1)+Vs(1 )4V (1,1)=1.

Let W, (zz,2;) be the probability generating function of the
queue size irrespective of the state of the system.

Nr(zp,z1)

W, (znz1) = oo Driana)’ 4.1)
where,
W) = @0 M () [ M 3 (e
8(21)))B(2)S1(zn,21) + A(2)B(2) Fa(zn, 21) } + N2 (2)

X {B 2)S1(zn,z)Fi (zn,21) + 02(2)S2 (2, 20) P (s, 20) }

Dr(zy,21) = A(2)B(2)¢ ( )02(2) F2 (- 21)
Si(zn,z) = [1 = Bi(¢1(2))[{A(z +OCP1 B3(A(z))
R(A(2)] +a(1—p)[1 —R" )]} +¢1(2)B1(¢1(2))

[ —Vs(A(2))],
S2(zn,z1) = B(2)[1 — B2 (92
( ()] +a(l-p)
$2(2)A(2)Ba($2(2))[1 —
Fl(Zh Zl) =(1-0)¢ ( )02(2){3 (
+0¢2(2)02(2) { B (
Bx(2)) }+0€p{
)[1—=Ba(02(z
)= (Z)[Zh Bl(‘l’ (2))Vs(Alz
Bi (¢

$2(2)) HA (z) + ap[1 — B4(A(2))

XVL

-z

F>(zn, 21

x[1-
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Now using the normalizing condition, we get

[1—Bi(ap)|{[¢y (1)] + atplA’(1)]
D(1)ap] x (E(B3)+E(R))}+ap{l
oo = +[A(1)]Blg(zaP)E(Vs)} 42
2 =N (5 6 (341 - B0 E)

x {[1=Bi(ap)|{1+ap(E(Bs) +E(R))
+a(1—p)E(R))} +apBi(ap)E(Vs)} +{[1 - Bi(ap)]
< {[01 ()] + aplA (D] (E(B3) +E(R))} + ap

x {1+ ' ()]By (@p) E(Ve)}} } + M () {{[1- B (ap)
x {1+ ap(E(B3)+E(R)) + (1 —p)E(Ry)}

+apB (ap)E(Vs) }{eap(Bzun—[ B (1)])Ba(ap)

x E(VL) +[1—Ba(ap){([o5(1)] — [95(1)])

+(ap) ([A5(1)] = [A'(D)]) (E(B4) + E(R)) }}

+{[1 =B2(op)]{1+ap(E(Bs) +E(R))
+a(l—p)E (Rz)}+9(ap)32(aP)E( Vi)}

x {[1 =B (ap){[9,(1)]+ apla 1](E(Bz )+E(R))}

+ap{1+[A ()]Bi(ap) E(Vs)}} } +D(1
x { [1=B1 (op) {197 (1)] + apla (1)](5(33)+E(R))}

+ap{1+ 4 ()]Bi(ap)E(Vs)} .

5. The Average Queue Length

The mean number of customers in the high priority queue
under the steady state is

d
7WKI1 (Zhv 1)|Zh:1

LQI = th

5.1)

and the mean number of customers in the low priority queue
under the steady state is

d
7qu<lvzl)|11=1

Lo =02 (5.2)
then
_ DR"(1)NR™)(1) — DR™)(1)NR" (1)
Ly = 4(DR"(1))? (5.3)
" v)(1 i) i
[, 42 FUAITAUN o
NR"(1) = 6(aep)Ni (1){(etp)[B'(1)]2[1 — E(X1)]E(X)S} (1)
+ A (DB (N]F(1)} +N2(){6[B (1)]S1 () F{ (1)
+3(ap)S;(1)F(1)}
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NR)(1) = 12(ap)N; 1{ F3 (1) =2[6 (1)] + [1 = Bi(ap)I{ [ (
X An[l — ( DIEX)S)(1) }+ op {?th E(X1)E(X) x{[A (1>](E(B3>+E< ) +A ()](( )+E(R2>
x [B'(1))81(1) + BB (D} d[1 - ECr)|E(X?) F2EBIER)} N
—E(XDEX)}S, (1) + B (1)][1 - EX)IEO)S, (1) (1) = 6N; (1) (cep)? [g(m[%]
AL IR0+ IS (]F ” (U A~ MEGE)S] (1)} +6Na(1)
OB (WIF ()} -+ M 12{B ()5 (0 F ) B O WA 1 @AY,
+[B (1)IST()F (1) + B ()]S|F } + (ap) {4S’Z"F5(1> nr® (1) = 24(ap) (N1 (1) ([0, (1)] + [05(1)]) + (ap)N; (1) }

F]

e < R (O (D10) - B0 EY)

DR (1) = 6(ap)[A (1)][B(

| D) sy L= MO+ 20)

DRE)(1) = 24(ap)[A (D][B (D][& (DI (1) <si ()} +12(apP M (D7 S0 = (x)
+12(ep)* {[A"(D)IB (DIF(1) + A (1)][B"(1]E(1) x EQO{B (D)) (1) + [B ()]s (1)} = M[EXPEX)
+E I IF M}, + (EC)PEONE ()]s (1) + 4" ()] (]F(1)

$1(1) = [1=Bi(ap)l[A ()]{1+ (ap)(E(B3) + E(R)) +A B (DF M)+ A (]B (DF (1) b +24N5(1)
+a(1—p)E(R)}+ (ap)Bi(ap)[A (1)]E(Vs) x {[B ()]s (1) A1)+ (ap)ss(1) A1)} +Na(1)

ST =W =Bi(apl{1 + (0n) (B(E) + E(R) {12418 (04 0A ) + 8 (1 50)
el - pER)}-2EWIBWB @RI @) 1)) ()A10) + o400}

X (E(B3) +E(R)) + (1= p)E(R)} ~[A (D] +4(ap)sy (1 /3(1) +6(ap)ss (1A (D)},

< (1= Bulop) () (B3 + ER) +2EBIER)  gy(1) = 6(ap)?p(1) 4’ (0][B (D],

+a(l = pERD} + 2R (D)6 (DB (2p)E (%) dr* (1) = 24(ap){D(1)(16,(1)] +[03(1)]) + (ap)D' (1)}
+Aap) (DG (@pES) + (@p)lA (1) {14 OB (D173} +6(ep)*D(0) {18 (D]IE (1)
<Prlen)EC) - en)i (B (@) A+ OB (LA + 1 OB (] (1)g).

Sg(l);i[i(lmi(l)]){;(;)f A Y W= =B {1+ o) €8 +£(R)
+ +o p +06(ap)By / _

S¥(1) =301~ Ba(ap) {1+ (a )(E(B4)+E( ) s/;u?a({lupZEZ;}];'(Z;)Mz([l?}(l;](zj)ﬁi;}
toll-pE RZ}{ ( B l+A OIE ) x {1+ (ap)(E(B3)+ER))+a(l—p)ER)}

*6[ ( )I1B (1)][6, ){H ap)(E(Bs) +E(R))

B
2 ~[A'()P[L=Bi(ap){(ap) (E(B) +E(R)
e >}+23E< i >(>i]z<132§;<)1]e§;p | ) s -] 2 O
(1) = (o)1 =Bl {300+ (o)A (D)) POV DI, (e
+E(R))} — 6(ap)(B (1)Bx(ap)E ( ), +<ap>[A’:(1>]Ell<ap>E<vs>—<ap>[A’(1>12E1<ap>E<v§>
F{’(]): ( )[1 32 otp {[ (1) )[A (1)] 5/2/(1):2[4(1)][5(1)][1_732(0517)] 1+(0‘P)(E(l34)
P +E(R)) +a(1—p)E(R2) } +2(ap)la (1)][B'(1)]

)+E(R)) — (ap)[A (1) ( ( )+E(R?)
+2E(B4)E(R )}+2(ap)[~z 1)]B,(ap { 2(1
[

) o ) X By(op)E (VL)
s3'1 = {3[A"(1)][B" (1)][1 — Ba(ap)] — 6[A'(1)][B'(1)]
+(ocp){7(1)}( (B )+E(R)) 9[3(1)]E(VL)}}a 16, ()B@p) + 34" (D]IE (V][ — Ba(ap)]}
Fy(1) = [1 =B (ap)){[6; ()] + (ap)[A (1)] (E(B3) {1+ (ap) (Es) + () + {1 — P)E(RD)
+ER))}+ (ap){1+[A (1)]Bi(ap)E(Vs)}

0
=:§f€§’fq,
sz
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x E(V){[9,(1)]B> Oﬂp)
+3(ap)§z(ap)E(VL){[A
A ( ]

+ap([oy(1)] = [¢,(1)])[1 = Ba(ap)],
(1) = (ap)li —Bz<ap>1{<[o£ (1]~ [0 (1))

+2([9;(1)][A'2(1)]f[Gé(l)][él(l)])(E(Bzx)+E(R))
+(ap) ([A5(1)] = [A"(1)]) (E(B4) + E(R)) + (ap)

(50007 4 () (B(B3) + B(R%) +2£ (B E(R) )

+2(ap)By(ap){(ap) + 105D - [02(1)} - 6(ap)
< {2(8,(1) + 02(1) (1B (1)] = [Bo( 1) Ba(@p) E(VL)
)

(ap)Bz(ap)([B (1)] -
< ([¢, (1] - [cé(l)][B; 1)])B5(ap)E(V1)
(

([’

6. The Expected Waiting Time in the
Queue

Expected waiting time of high priority customers is

Lo, 6.1)

Wlh = )vh

Expected waiting time of low priority customers is

Ly (6.2)

W‘IZ = }Ll

7. Particular Cases
Case 1: If there is no low priority, no breakdown, no com-
pulsory short vacation, no balking. i.e ; =0, ¢ =0, b =0.
Then, our model can be reduced to MX /G/1 queue.

—loo[1 —Bi(A(1—C(z1)))]
—Bi(M(1-C(z)))

The above result coincides with the result of Medhi. J [12].

W(zn) =

Case 2: If there is no high priority, no breakdown, no balk-
ing, no orbit search. i.e A, =0, « =0, b =0, r =0. Then,
our model can be reduced to MX /G/1 retrial queue under
Bernoulli vacation schedule.

{—zoﬁo{z, —C(2)Ba(¢(21))[1 — 0+0VL(9(2))]} }
(1-M(A))

I(z) = {z; “Ba(0(z)1 -6+ GVL(q)(zl))]}
x {C(z)[1 -
—lo oM (A)[1 = Ba(¢(z1))]
—Ba(¢(2))[1 -6+ 6VL(0(z)) ]}

M ()] +M (%)}
P(z) = ;
{ x {C(z)[1 =M (A)] +M(A)}

)
V(o) = —01oM(A1)B2(¢(21))[1 = V(¢ (21))]
1(z) = —
{Zl—Bz(fP( 2))[1—6+6VL(¢ (21))]}

xA{C(z)[1 =M(2)] +M(A)}

where, ¢(z;) = A4;[1 —C(z;)]. The above result coincides with
the result of Choudhury and Ke [4].

8. Numerical Result

The above queueing model is analysed numerically with the
following assumption. We consider that the service time
in regular busy period, service time in working breakdown
period, vacation time and repair time are to be exponential
and Erlangian of order two.

Table 2 and 3 shows that an increase the high priority
arrival rate, decreases the idle time and increases the expected
queue length and waiting time of high priority and low prior-
ity queues for the arbitrary values, we choose 4; = 1, =
18,u, =8a=11,n1n=35n=31=3,0=01,7=

15,9.=20,p=0.9,b=0.8,r=03, =24, E(X)=1,E(X(X—

1)) = 0. While A, varies from 0.1 to 0.4 such that the stabil-
ity condition is satisfied. In figure 1 and 2, we compare the
result for exponential and Erlang-2 distributions for idle time,
expected orbit size under the value of table 2 and 3.

In Figures 3-4 Three dimensional graphs are illustrated.
In Fig. 4, the surface displays an downward trend as expected
for increasing the value of slow service rate (i,,) and repair
rate (17) against the expected orbit size (Lg>). In Fig. 3, the
surface displays upward trend as expected for increasing the
value of slow service rate (i,,) and repair rate (1) against the
server idle probability under the value of the table 4.
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Table 2. Impact of A;, on various queue characteristics

Table 4. Impact of n with varying value of p,, on various queue
Exponential

A A P L L W, W,
0.1 09756 0.0244 0.0?38 1.3:11288 0.1;30 1.3128 |t | T Ly | Lo | War | Wap
02 09612 00388 00287 1.8143 0.1434 1.8143 7.0 | 10} 08380 | 32203 | 7.9118 | 2.1528 | 3.1647
03 09524 00476 0.0445 20960 0.1482  2.0960 111 0.8387 | 32270 | 7.8669 | 2.1514 | 3.1468
04 09472 00528 00609 22613 0.1522 2.2613 12 | 0.8394 | 3.2251 | 7.8281 | 2.1500 | 3.1312
13 | 0.8399 | 3.2233 | 7.7942 | 2.1489 | 3.1177
14 | 0.8403 | 3.2218 | 7.7644 | 2.1479 | 3.1058
75| 10 | 0.8388 | 3.2271 | 7.8651 | 2.1514 | 3.1460
AR ' ' ‘ ‘ ‘ 11 | 0.8395 | 3.2247 | 7.8183 | 2.1498 | 3.1273
ol = 12 | 0.8401 | 3.2227 | 7.7779 | 2.1485 | 3.1112
13 | 0.8406 | 3.2209 | 7.7426 | 2.1472 | 3.0971

14 | 0.8411 | 32192 | 7.7117 | 2.1462 | 3.0847
8.0 | 10 | 0.8395 | 3.2251 | 7.8225 | 2.1500 | 3.1290
11 | 0.8402 | 3.2226 | 7.7741 | 2.1484 | 3.1096
12 | 0.8408 | 3.2205 | 7.7323 | 2.1470 | 3.0929
13 | 0.8413 | 3.2186 | 7.6958 | 2.1457 | 3.0783
14 | 0.8417 | 3.2169 | 7.6638 | 2.1446 | 3.0655
85 | 10 | 0.8401 | 3.2232 | 7.7837 | 2.1488 | 3.1135
11 | 0.8408 | 3.2206 | 7.7337 | 2.1471 | 3.0935
12 | 0.8414 | 32184 | 7.6907 | 2.1456 | 3.0763
13 | 0.8419 | 32164 | 7.6532 | 2.1443 | 3.0613
ool S S— 14 | 0.8423 | 32147 | 7.6203 | 2.1431 | 3.0481
High gy s e ) 9.0 | 10 | 0.8406 | 3.2214 | 7.7481 | 2.1476 | 3.0992

11 | 0.8413 | 3.2188 | 7.6968 | 2.1459 | 3.0787
12 | 0.8419 | 3.2165 | 7.6526 | 2.1443 | 3.0611
13 | 0.8423 | 32145 | 7.6142 | 2.1430 | 3.0457

characteristics

0975

S 09651

0961

0985+

Figure 1. Idle versus high priority arrival rate (4y,)

Table 3. Impact of A, on various queue characteristics 14 | 0.8427 | 3.2127 | 7.5805 | 2.1418 | 3.0322
Erlang-2
A h P Ly, L, Wa, W,

0.1 09769 0.0225 0.0143 1.1565 0.1427 1.1565
02 09635 0.0365 0.0300 1.4223 0.1502 1.4223
0.3 009555 0.0445 0.0472 1.4895 0.1572 1.4895
04 09510 0.0490 0.0655 1.5280 0.1637 1.5280
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Figure 4. Expected orbit size versus slow service rate and
repair rate

9. Conclusions

In this paper, a single server batch arrival priority based re-
trial queueing system with orbital search, compulsory short
vacation, optional long vacation which consists of working
breakdown and repair under Bernoulli schedule controlled
policy is analyzed. The probability generating function of
the queue size distribution at an arbitrary time is obtained
and some performance measures are calculated. Finally, we
present some numerical examples to study the effect of vari-
ous parameters. For future research, the discretionary priority
based on service consider the similar model.
ber:MHR-02-23-200-44".
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