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Abstract

For integer k ≥ 1, a (p, q)-graph G = (V, E) is said to admit an AL(k)-traversal if there exist a sequence of

vertices (v1, v2, . . . , vp) such that for each i = 1, 2, . . . , p − 1, the distance between vi and vi+1 is k. We call a

graph k-step Hamiltonian (or admits a k-step Hamiltonian tour) if it admits an AL(k)-traversal and d(v1, vp) =
k. In this paper we consider k-step Hamiltonicity of bipartite and tripartite graphs. As an application, we

found that a 2-step Hamiltonian tour of a graph could sometimes induce a super-edge-magic labeling of the

graph.

Keywords: Hamiltonian tour, 2-step Hamiltonian tour, bipartite & tripartite graphs, NP-complete problem,

super-edge-magic labeling.

2010 MSC: 05C78, 05C25. c©2012 MJM. All rights reserved.

1 Introduction

In 1856, Kirkman wrote a paper [13] in which he considered graphs with a cycle which passes through

every vertex exactly once. The dodecahedron (see Figure 1) is a graph with such property that Hamilton

played cycle games. Hence, such a graph is said to be Hamiltonian. The Hamiltonicity of a graph is the

problem of determining for a given graph whether it contains a path/cycle that visits every vertex exactly

once.

Figure 1: Dodecahedron.

There is no simple characterization on Hamiltonian graphs though they are related to the traveling sales-

man problem. So there are potential practical applications. In general we know very little about Hamiltonian

graphs though their properties have been widely studied. A good reference for recent developments and open

problems is [9].

In this paper we consider simple graphs with no loops. For integer k ≥ 1, a (p, q)-graph G = (V, E) is said

to admit an AL(k)-traversal if there exist a sequence (v1, v2, . . . , vp) such that for each i = 1, 2, . . . , p − 1, the

∗Corresponding author.

E-mail address: geeclau@yahoo.com (G.C. Lau)
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distance between vi and vi+1 is k. We call a graph k-step Hamiltonian (or admits a k-step Hamiltonian tour) if

it admits an AL(k)-traversal and d(v1, vp) = k.

For example, the cubic graph in Figure 2 is 2-step Hamiltonian and two others admit an AL(2)-traversal

but are not 2-step Hamiltonian.
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Figure 2: Example on 2-step Hamiltonicity.

There has been much research on Hamiltonicity of bipartite graphs [1, 2, 6, 10, 11, 14]. Clearly, 1-step

Hamiltonian is Hamiltonian. In this paper we consider bipartite and tripartite graphs. As an application, we

found that a 2-step Hamiltonian tour of a graph could sometimes induce a super-edge-magic labeling of the

graph. For terms used but not defined, we refer to [3].

Definition 1.1. For a graph G, let Dk(G) denote the graph generated from G such that V(Dk(G)) = V(G) and

E(Dk(G)) = {uv|d(u, v) = k in G.}.

Lemma 1.1. A graph G is k-step Hamiltonian or admits an AL(k)-traversal if and only if Dk(G) is Hamiltonian or

has a Hamiltonian path, respectively.

Proof. It follows directly from Definition 1.1.

2 Main Results

We first give a sufficient condition for a graph to admit no k-step Hamiltonian tour.

Theorem 2.1. Suppose G has a clique subgraph Kp. If |V(G\Kp)| < p, then G is not k-step Hamiltonian for all k ≥ 2.

Proof. Observe that for any 2 vertices u, v in the clique subgraph Kp of G, d(u, v) = 1. Hence, Kp induces an

empty graph in Dk(G). If Dk(G) is Hamiltonian, then these p vertices must be not adjacent in a Hamiltonian

tour of Dk(G). This implies that we need at least p more vertices to form such a Hamiltonian tour. Since

|V(G\Kp)| < p, it follows that no Hamiltonian tour exists in Dk(G). By Lemma 1.1, the theorem follows.

Theorem 2.2. The vertex gluing of a graph G and an end-vertex of a path of length n ≥ k is not k-step Hamiltonian.

Proof. Let G(Pn) denote the graph such obtained. Observe that Dk(G(Pn)) has a cut-vertex and is not Hamil-

tonian.

Theorem 2.3. If graphs G and H are both k-step Hamiltonian, then so is G × H.

Proof. By Lemma 1.1, G is k-step Hamiltonian if and only if Dk(G) is Hamiltonian. We show that Dk(G) ×

Dk(H) is a subgraph of Dk(G × H). Then any Hamiltonian cycle in Dk(G)× Dk(H) will also exist in Dk(G ×
H) and implies that G × H is also k-step Hamiltonian. Suppose that edge e = (u, v)(u, w) is an edge in

Dk(G) × Dk(H). Then (v, w) must be an edge in Dk(H), so the distance between v and w in H is k. Let

v = v0, v1, v2, . . . , vk = w be a length k path from v to w in H. Then (u, v), (u, v1), (u, v2),. . ., (u, w) is

a length k path from (u, v) to (u, w) in G × H, so the distance from (u, v) to (u, w) within G × H is no

more than k. Suppose, however, that the distance from (u, v) to (u, w) is less than k in G × H, and let

e1, e2, . . . , em, be a sequence of edges from (u, v) to (u, w) with m < k. All edges in this sequence will ei-

ther be of the form (z, x)(z, y) where xy is an edge in H, or (x, z)(y, z) where xy is an edge in G. Consider

the subsequence of edges which are of the first type, (z, x)(z, y). This subsequence must be of the form

(z1, x0)(z1, x1), (z2, x1)(z2, x2), . . . , (zn, xn?)(zn, xn), where x0 = v, xn = w, and n = m < k. Furthermore,

x0 x1, x1 x2, . . . , xn? xn must be a sequence of edges in H from v = x0 to w = xn , which has length n, where

n < k. This contradicts the fact that the distance from v to w in H is actually k. Therefore the distance from
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(u, v) to (u, w) in G × H is also k, and so e = (u, v)(u, w) is also an edge of Dk(G × H); the argument for edges

of the form e = (u, v)(w, v) is identical. Since all edges and vertices of Dk(G)× Dk(H) are also in Dk(G × H),

Dk(G) × Dk(H) is a subgraph of Dk(G× H). Since G and H are k-step Hamiltonian, Dk(G) × Dk(H) is Hamil-

tonian, and so is Dk(G × H), implying that G × H is k-step Hamiltonian.

A Hamiltonian graph need not be 2-step Hamiltonian. The simplest example is the complete bipartite

graph K(2, 2) that does not admit an AL(2)-Hamiltonian traversal, and hence cannot be 2-step Hamiltonian.

Theorem 2.4. All bipartite graphs are not k-step Hamiltonian for even k ≥ 2.

Proof. Suppose G = (V, E) is bipartite graph with bipartition (X, Y). If k ≥ 2 is even, the vertex in X cannot

connect with vertex in Y, vice versa, in Dk(G). Thus Dk(G) is a disconnected graph with two components X

and Y. Hence Dk(G) cannot have a Hamiltonian path. By Lemma 1.1, G is not k-step Hamiltonian.

We now give a necessary and sufficient condition for cycles to admit a k-step Hamiltonian tour.

Theorem 2.5. For integers n ≥ 3 and k ≥ 2, the cycle Cn is k-step Hamiltonian if and only if n ≥ 2k + 1 and

gcd(n, k) = 1.

Proof. If n ≤ 2k, we have either diam(Cn) < k or Dk(Cn) is disconnected. Hence, Cn is not k-step Hamiltonian.

We may now assume that n ≥ 2k + 1.

Without loss of generality, we may assume that a k-step Hamiltonian tour of Cn is given by the sequence

u1, uk+1 , u2k+1, . . . , u(n−1)k+1 . Note that {1, k + 1, 2k + 1, 3k + 1, . . . , (n − 1)k + 1} (mod n) is a set of distinct

integers if and only if ik + 1 6≡ jk + 1 (mod n) for 0 ≤ i < j ≤ n − 1 if and only if (j − i)k 6≡ 0 (mod n) if and

only if k/n 6= r/(j− i) for some integer r if and only if gcd(n, k) = 1. Hence, the theorem holds and the k-step

Hamiltonian tour of Cn is obtained.

Theorem 2.6. The cylinder graph Cn × Pm is 2-step Hamiltonian for odd n ≥ 3 and all m ≥ 3.

Proof. Case 1. n = 3. This case is handled separately since the three vertices in any 3-cycle within C3 × Pm are

distance 1 from each other. Figure 3 shows 2-step Hamiltonian tours for C3 × P2 and C3 × P3. Figure 4 shows

2-step Hamiltonian tours for C3 × P4k. It is based on the 2-step Hamiltonian tour for C3 × P2. Here vertices

are labeled (a, b) and we may denote edges by listing their vertices: (a, b)(c, d). Then to modify the 2-step

Hamiltonian tour for C3 × P4k to one for C3 × P4k−2, replace edge (1, 4k −2)(2, 4k −1) by (1, 4k −3)(2, 4k −2),

shown as a dotted line, and also remove edge (2, 4k − 2)(2, 4k). The cases in which n = 3 and m is odd are

handled with similar constructions, based instead on the 2-step Hamiltonian tour for C3 × P3 also as shown

below. The diagram shows the 2-step Hamiltonian tour for C3 × P4k+3 which may be modified for the cases

C3 × P4k−1 by adding edge (1, 4k)(2, 4k− 1), again shown shown as a dotted line.
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Figure 3: A 2-step Hamiltonian tour in C3 × Pm, m = 2, 3.

Case 2. n = 2k + 1 ≥ 5. In this case, we consider two subcases.

Subcase 2.1. m = 2j + 1 ≥ 3. Figure 5 gives a 2-step Hamiltonian cycle of this subcase. Note that we

have partitioned the vertices in a checkerboard pattern so those whose coordinates have even sum are shown

by circular vertices, and those whose coordinates have odd sum are shown by square vertices. The circular

vertices compose one cycle and the square vertices compose another, except that the two cycles cross over and

connect through the edges (2j + 1, 2k + 1)(2j, 1) and (2j + 1, 2k)(2j + 1, 1).
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Figure 4: A 2-Hamiltnoian tour in C3 × Pm.
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Figure 5: A 2-step Hamiltonian tour in C2k+1 × P2j+1.
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Subcase 2.2. m = 2j ≥ 2. Figure 6 gives a 2-step Hamiltonian cycle of this subcase. We have again partitioned

the vertices in a checkerboard pattern so those whose coordinates have even sum are shown by circular ver-

tices, and those whose coordinates have odd sum are shown by square vertices. The circular vertices compose

one cycle and the square vertices compose another, except in this case the two cycles cross over and connect

through the edges (2j, 2k)(2j, 1) and (2j − 1, 2k + 1)(2j− 2, 1). Note that the vertices shown in the rightmost

column are identical to those at the bottom of the first column.
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Figure 6: A 2-step Hamiltonian tour in C2k+1 × P2j.

Since Cn × Pm is a subgraph of Cn × Cm, the same 2-step Hamiltonian cycles work for Cn × Cm, when n is odd,

and we have

Corollary 2.1. . The graph Cn × Cm is 2-step Hamiltonian for odd n and all m.

Let D(n) denote the tripartite donut graph shown in Figure 7 with a given vertex labeling.
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(b) n = 3k ∼= 4 mod (6), k ≥ 5 odd

Figure 7: A 2-step Hamiltonian tour in D(n).

Theorem 2.7. The vertex labeling in graph D(n) gives a 2-step Hamiltonian tour for all n = 3k, k ≥ 4.

A ring-worm is a unicyclic graph Un(a1, a2, . . . , an) obtained from a cycle Cn with V(Cn) = {v1, v2, . . . , vn}

by identifying vertex vi to the center, ci of a star Si having ai + 1 ≥ 1 vertices, {ci, ui,1, ui,2, . . . , ui,ai
}. The ring-

worm has n + a1 + a2 + . . . + an vertices and edges, respectively. We can arrange the vertices of the ring-worm

as in Figure 8.
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c3
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c1

c2 cn−1
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u2,1 u2,2 u2,a2

u3,1u3,2 u3,a3

un−1,1 un−1,2 un−1,an−1

un,1 un,2 un,an

Figure 8: Ring worm graph.

Theorem 2.8. If n = 3 and ai > 0 (i = 1, 2, 3), or n ≥ 5 is odd and ai ≥ 0 (1 ≤ i ≤ n), the ring worm

Un(a1, a2, . . . , an) is 2-step Hamiltonian.

Proof. The case n = 3 is obvious. Without loss of generality, we assume that n ≥ 5 and not all ai = 0.

Suppose n = 2s + 1, s ≥ 2. We can label the vertices by consecutive integers as described below to get a 2-step

Hamiltonian tour for the graph:

f (c2i+1) = a2 + a4 + . . . + a2i + i + 1, for i = 0, 1, 2, . . . , s,

f (c2i+2) = f (c2s+1) + a1 + a3 + . . . + a2i+1 + i + 1 for i = 0, 1, 2, . . . , s − 1,

f (u2i+2,j) = f (c2i+1) + j for i = 0, 1, 2, . . . , s − 1, j = 1, 2, . . . , a2i+2,

f (u1,j) = f (c2s+1) + j, j = 1, 2, . . . , a1,

f (u2i+1,j) = f (c2i) + j for i = 1, 2, . . . , s − 1, j = 1, 2, . . . , a2i+1.

We next define two families of cubic graphs. Let n be a positive integer. The Möbius ladder (also known

as the Möbius wheel) is the cycle C2n, with n additional edges joining diagonally opposite vertices. We will

denote this graph by M2n, and its vertices by v1, v2, . . . , v2n. Then the edges are v1v2, v2v3, . . . , v2nv1 of the

cycle, and the n diagonals are v1vn+1, v2vn+2, . . . , vnv2n. Figure 9 shows the Möbius ladder M2n for n = 3, 4,

drawn in both the circulant form and the ladder form.

v1

v2

v3v4

v5

v6

v7

v8 v1

v2

v3

v4v5

v6

v1 v2 v3

v4 v5 v6

v1 v2 v3 v4

v5 v6 v7 v8

Figure 9: Möbius ladder for n = 3, 4.

Observe that for odd n, M2n is not 2-step Hamiltonian since it is bipartite. For even n, M2n is tripartite.

Theorem 2.9. For m ≥ 1, M4m is 2-step Hamiltonian.

Proof. A 2-step Hamiltonian tour is given by the sequence v1, v3, v5, . . . , v4m−1, v2m, v2m−2, . . ., v2, v4m, v4m−2,

. . ., v2m+2, v1.

We now consider the cubic turtle shell graph, TS(n), n even, with a given vertex labeling as shown in

Figure 10.

Theorem 2.10. The vertex labeling of the graph TS(n) is a 2-step Hamiltonian tour for all n = 2k, k ≥ 3.
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Figure 10: Graph TS(n), n even.

3 An Application

For a (p, q)-graph G, a labeling of the vertices and edges of G given by bijections f : V(G) → {1, 2, . . . , p}

and f + : E(G) → {p + 1, p + 2, . . . , p + q} is called a super-edge-magic (SEM) labeling if f (u)+ f (v)+ f +(uv)

is a constant for every edge uv in E(G). Such a graph is called SEM.

Theorem 3.11. ([4, 7]) A graph G is SEM if and only if it admits a bijection f (V(G)) such that { f (u)+ f (v)} consists

of q consecutive integers.

Observe that a 2-step Hamiltonian labeling for each odd cycle and the ring worm with odd cycle corre-

spond to a vertex labeling that induces an edge labeling f + such that the edge labels form a sequence of

consecutive integers. However, we are not able to find another 2-step Hamiltonian labeling that corresponds

to a SEM labeling.

Problem 1. Does there exist infinitely many families of 2-step Hamiltonian graphs whose labeling corresponds to a

SEM labeling?

The problem of determining whether a graph is Hamiltonian is NP-complete even for planar graphs. In

1972, Karp [12] proved that finding such a path in a directed or undirected graph is NP-complete. Later,

Garey and Johnson [8] proved that the directed version restricted to planar graphs is also NP-complete, and

the undirected version remains NP-complete even for cubic planar graphs. In 1980, Akiyama, Nishizeki, and

Saito [1] showed that the problem is NP-complete even when restricted to bipartite graphs. We end this paper

with the following conjecture and problem.

Conjecture 1. The 2-step Hamiltonian problem for tripartite graphs is NP-complete.

Problem 2. Study the k-step Hamiltonicity of complete multipartite graph with certain edges deleted.
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Abstract

The product cordial labeling is a variant of cordial labeling. Here we investigate product cordial labelings
for alternate triangular snake and alternate quadrilateral snake graphs.
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1 Introduction

We begin with simple, finite, connected and undirected graph G = (V(G), E(G)). For standard terminol-
ogy and notations we follow West[1].

If the vertices are assigned values subject to certain condition(s) then it is known as graph labeling. A map-
ping f : V(G)→ {0, 1} is called binary vertex labeling of G and f (v) is called the label of vertex v of G under f .

For an edge e = uv, the induced edge labeling f ∗ : E(G) → {0, 1} is given by f ∗(e = uv) = | f (u)− f (v)|.
Let v f (0) and v f (1) be the number of vertices of G having labels 0 and 1 respectively under f and let e f (0)and
e f (1) be the number of edges of G having labels 0 and 1 respectively under f ∗.

A binary vertex labeling of graph G is called a cordial labeling if |v f (0)− v f (1)| ≤ 1 and |e f (0)− e f (1)| ≤ 1.
A graph G is called cordial if admits a cordial labeling.

The concept of cordial labeling was introduced by Cahit[2] and in the same paper he investigated several
results on this newly introduced concept. A latest survey on various graph labeling problems can be found in
Gallian [3].

Motivated through the concept of cordial labeling, Sundaram et al. [4] have introduced a labeling which
has the flavour of cordial lableing but absolute difference of vertex labels is replaced by product of vertex
labels.

A binary vertex labeling of graph G with induced edge labeling f ∗ : E(G) → {0, 1} defined by f ∗(e =

uv) = f (u) f (v) is called a product cordial labeling if |v f (0)− v f (1)| ≤ 1 and |e f (0)− e f (1)| ≤ 1. A graph G is
product cordial if it admits a product cordial labeling.

Many researchers have explored this concept, Sundaram et al. [4] have proved that trees, unicyclic graphs
of odd order, triangular snakes, dragons, helms and union of two path graphs are product cordial. They

∗Corresponding author.
E-mail address: samirkvaidya@yahoo.co.in (S. K. Vaidya), niravbvyas@gmail.com(N B Vyas).
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have also proved that a graph with p vertices and q edges with p ≥ 4 is product cordial then q < p2−1
4 + 1.

Vaidya and Dani[5] have proved that the graphs obtained by joining apex vertices of k copies of stars, shells
and wheels to a new vertex are product cordial while Vaidya and Kanani[6] have reported the product cor-
dial labeling for some cycle related graphs and investigated product cordial labeling for the shadow graph
of cycle Cn. The same authors have investigated some new product cordial graphs in [7]. Vaidya and Vyas
[8] have investigated product cordial labeling in the context of tensor product of some standard graphs. The
product cordial labelings for closed helm, web graph, flower graph, double triangular snake and gear graph
are investigated by Vaidya and Barasara [9].

An alternate triangular snake A(Tn) is obtained from a path u1, u2, . . . , un by joining ui and ui+1 (alternately)
to a new vertex vi. That is every alternate edge of a path is replaced by C3. An alternate quadrilateral snake
A(QSn) is obtained from a path u1, u2, . . . , un by joining ui, ui+1 (alternately) to new vertices vi, wi respectively
and then joining vi and wi. That is every alternate edge of a path is replaced by a cycle C4. A double alternate
triangular snake DA(Tn) consists of two alternate triangular snakes that have a common path. That is, double
alternate triangular snake is obtained from a path u1, u2, . . . , un by joining ui and ui+1 (alternately) to two new
vertices vi and wi. A double alternate quadrilateral snake DA(QSn) consists of two alternate quadrilateral snakes
that have a common path. That is, it is obtained from a path u1, u2, . . . , un by joining ui and ui+1 (alternately)
to new vertices vi, xi and wi, yi respectively and adding the edges viwi and xiyi.

2 Main results

Theorem 2.1. A(Tn) is product cordial where n 6≡ 3(mod 4).

Proof. Let A(Tn) be alternate triangular snake obtained from a path u1, u2, . . . , un by joining ui and ui+1 (al-
ternately) to new vertex vi where 1 ≤ i ≤ n − 1 for even n and 1 ≤ i ≤ n − 2 for odd n. Therefore
V(A(Tn)) = {ui, vj/1 ≤ i ≤ n, 1 ≤ j ≤ b n

2 c}. We note that

|V(A(Tn))| =
{ 3n

2 , n ≡ 0(mod 2);
3n−1

2 , n ≡ 1(mod 2).
,

|E(A(Tn))| =
{

2n− 1 , n ≡ 0(mod 2);
2n− 2 , n ≡ 1(mod 2).

We define f : V(A(Tn))→ {0, 1} as follows.

Case 1: n ≡ 0(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n

2 ;
1 , otherwise.

For 1 ≤ i ≤ n
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

In view of above defined labeling patterns we have

v f (0) = v f (1) =
3n
4

, e f (0) = e f (1) + 1 = n

Case 2: n ≡ 1(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n−1

2 ;
1 , otherwise.
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For 1 ≤ i ≤ n− 1
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

In view of above defined labeling patterns we have

v f (0) + 1 = v f (1) =
3n + 1

4
, e f (0) = e f (1) = n− 1

Case 3: n ≡ 2(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n−2

2 ;
1 , otherwise.

For 1 ≤ i ≤ n− 2
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n−2

4 ;
1 , otherwise.

For i =
n
2

f (vi) = 0

In view of above defined labeling patterns we have

v f (0) + 1 = v f (1) =
3n + 2

4
, e f (0) = e f (1) + 1 = n

Thus, in each case we have |v f (0)− v f (1)| ≤ 1 and |e f (0)− e f (1)| ≤ 1.

Hence, A(Tn) is a product cordial graph where n 6≡ 3(mod 4).

Remark 2.1. A(Tn) is not product cordial graph for n ≡ 3(mod 4). Because to satisfy the vertex condition for product
cordial labeling it is essential to assign label 0 to 3n−1

4 vertices out of 3n−1
2 vertices. The vertices with label 0 will give

rise to at least n + 2 edges with label 0 and n edges with label 1. Consequently |e f (0)− e f (1)| ≥ 2.

Example 2.1. A(T10) and its product cordial labeling is shown in below Figure 1.

1v 2v 3v 4v 5v

5
u

4
u

1
u

2
u

3
u

6
u

7
u

8
u

9
u 10u

0

0

0 0

0

0

0

1

1

1 1

1

1 1 1

Figure 1

Theorem 2.2. A(QSn) is product cordial where n 6≡ 2(mod 4).

Proof. Let A(QSn) be an alternate quadrilateral snake obtained from a path u1, u2, . . . , un by joining ui, ui+1
(alternately) to new vertices vi, wi respectively and then joining vi and wi where 1 ≤ i ≤ n− 1 for even n and
1 ≤ i ≤ n− 2 for odd n. Therefore V(A(Tn)) = {ui, vj, wj/1 ≤ i ≤ n, 1 ≤ j ≤ b n

2 c}. We note that

|V(A(QSn))| =
{

2n , n ≡ 0(mod 2);
2n− 1 , n ≡ 1(mod 2).

,

|E(A(QSn))| =
{ 5n−2

2 , n ≡ 0(mod 2);
5n−5

2 , n ≡ 1(mod 2).

We define f : V(A(QSn))→ {0, 1} as follows.
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Case 1: n ≡ 0(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n

2 ;
1 , otherwise.

For 1 ≤ i ≤ n
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

In view of above defined labeling patterns we have

v f (0) = v f (1) = n , e f (0) = e f (1) + 1 = 5n
4

Case 2: n ≡ 1(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n−1

2 ;
1 , otherwise.

For 1 ≤ i ≤ n− 1
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

In view of above defined labeling patterns we have

v f (0) + 1 = v f (1) = n , e f (0) = e f (1) =
5n− 5

4

Case 3: n ≡ 3(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n−3

2 ;
1 , otherwise.

For 1 ≤ i ≤ n− 3
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n−3

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n−3

4 ;
1 , otherwise.

For i =
n− 1

2

f (vi) = 0, f (wi) = 0

In view of above defined labeling patterns we have
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v f (0) + 1 = v f (1) = n , e f (0) = e f (1) + 1 =
5n− 3

2

Thus in each case we have |v f (0)− v f (1)| ≤ 1 and |e f (0)− e f (1)| ≤ 1.

Hence A(QSn) is a product cordial graph where n 6≡ 2(mod 4).

Remark 2.2. A(QSn) is not product cordial graph for n ≡ 2(mod 4). Because to satisfy the vertex condition for product
cordial labeling it is essential to assign label 0 to n vertices out of 2n vertices. The vertices with label 0 will give rise to
at least 5n+2

4 edges with label 0 and 5n−6
4 edges with label 1. Consequently |e f (0)− e f (1)| ≥ 2.

Example 2.2. A(QS11) and its product cordial labeling. Figure 2.
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Theorem 2.3. DA(Tn) ia a product cordial graph where n 6≡ 2(mod 4).

Proof. Let G be a double alternate triangular snake DA(Tn) then V(G) = {ui, vj, wj/1 ≤ i ≤ n, 1 ≤ j ≤ b n
2 c}.

We note that

|V(G)| =
{

2n , n ≡ 0(mod 2);
2n− 1 , n ≡ 1(mod 2).

,

|E(G)| =
{

3n− 1 , n ≡ 0(mod 2);
3n− 3 , n ≡ 1(mod 2).

We define f : V(A(QSn))→ {0, 1} as follows.
Case 1: n ≡ 0(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n

2 ;
1 , otherwise.

For 1 ≤ i ≤ n
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

In view of above defined labeling patterns we have

v f (0) = v f (1) = n , e f (0) = e f (1) + 1 =
3n
2

Case 2: n ≡ 1(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n−1

2 ;
1 , otherwise.

For 1 ≤ i ≤ n− 1
2

:
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f (vi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

In view of above defined labeling patterns we have

v f (0) + 1 = v f (1) = n , e f (0) = e f (1) =
3n− 3

2

Case 3: n ≡ 3(mod 4)

For 1 ≤ i ≤ n− 1:

f (ui) =

{
0 , 1 ≤ i ≤ n−3

2 ;
1 , otherwise.

f (un) = 0

For 1 ≤ i ≤ n− 3
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n−3

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n−3

4 ;
1 , otherwise.

For i =
n− 1

2

f (vi) = 1, f (wi) = 0

In view of above defined labeling patterns we have

v f (0) + 1 = v f (1) = n , e f (0) = e f (1) =
3n− 3

2

Thus, in each case we have |v f (0)− v f (1)| ≤ 1 and |e f (0)− e f (1)| ≤ 1.

Hence, DA(Tn) is a product cordial graph where n 6≡ 2(mod 4).

Remark 2.3. DA(Tn) is not product cordial graph for n ≡ 2(mod 4). Because to satisfy the vertex condition for product
cordial labeling it is essential to assign label 0 to n vertices out of 2n vertices. The vertices with label 0 will give rise to
at least 3n+2

2 edges with label 0 and 3n−4
2 edges with label 1. Consequently |e f (0)− e f (1)| ≥ 2.

Example 2.3. DA(T11) and its product cordial labeling is shown in Figure 3.
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Theorem 2.4. DA(QSn) is a product cordial graph where n 6≡ 2(mod 4).

Proof. Let G be a double alternate quadrilateral snake DA(Tn) then
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V(G) = {ui, vj, wj, xj, yj/1 ≤ i ≤ n, 1 ≤ j ≤ b n
2 c}. We note that

|V(G)| =
{

3n , n ≡ 0(mod 2);
3n− 2 , n ≡ 1(mod 2).

,

|E(G)| =
{

4n− 1 , n ≡ 0(mod 2);
4n− 4 , n ≡ 1(mod 2).

We define f : V(G)→ {0, 1} as follows.
Case 1: n ≡ 0(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n

2 ;
1 , otherwise.

For 1 ≤ i ≤ n
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

f (xi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

f (yi) =

{
0 , 1 ≤ i ≤ n

4 ;
1 , otherwise.

In view of above defined labeling patterns we have

v f (0) = v f (1) =
3n
2

, e f (0) = e f (1) + 1 = 2n

Case 2: n ≡ 1(mod 4)

For 1 ≤ i ≤ n:

f (ui) =

{
0 , 1 ≤ i ≤ n−1

2 ;
1 , otherwise.

For 1 ≤ i ≤ n− 1
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

f (xi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

f (yi) =

{
0 , 1 ≤ i ≤ n−1

4 ;
1 , otherwise.

In view of above defined labeling patterns we have

v f (0) + 1 = v f (1) =
3n− 1

2
, e f (0) = e f (1) = 2n− 2

Case 3: n ≡ 3(mod 4)

For 1 ≤ i ≤ n− 1:
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f (ui) =

{
0 , 1 ≤ i ≤ n−3

2 ;
1 , otherwise.

f (un) = 0

For 1 ≤ i ≤ n− 3
2

:

f (vi) =

{
0 , 1 ≤ i ≤ n−3

4 ;
1 , otherwise.

f (wi) =

{
0 , 1 ≤ i ≤ n−3

4 ;
1 , otherwise.

f (xi) =

{
0 , 1 ≤ i ≤ n−3

4 ;
1 , otherwise.

f (yi) =

{
0 , 1 ≤ i ≤ n−3

4 ;
1 , otherwise.

For i =
n− 1

2

f (vi) = 1, f (wi) = 1

f (xi) = 0, f (yi) = 0

In view of above defined labeling patterns we have

v f (0) + 1 = v f (1) =
3n− 1

2
, e f (0) = e f (1) = 2n− 2

Thus, in each case we have |v f (0)− v f (1)| ≤ 1 and |e f (0)− e f (1)| ≤ 1.

Hence, DA(QSn) is a product cordial graph where n 6≡ 2(mod 4).

Remark 2.4. DA(QSn) is not product cordial graph for n ≡ 2(mod 4). Because to satisfy the vertex condition for
product cordial labeling it is essential to assign label 0 to 3n

2 vertices out of 3n vertices. The vertices with label 0 will give
rise to at least 2n + 1 edges with label 0 and 2n− 2 edges with label 1. Consequently |e f (0)− e f (1)| ≥ 2.

Example 2.4. DA(QS8) and its product cordial labeling is shown in Figure 4.
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Figure 4

3 Concluding remarks

The labeling of discrete structures is one of the potential areas of research. Here we investigate product
cordial labeling for some alternate snake graphs. To derive similar results for other graph families is an open
area of research.
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Abstract

In this paper an idea of fuzzy soft point is introduced and using it fuzzy soft metric space is established
.The concepts like fuzzy soft open balls and fuzzy soft closed balls are introduced. Some properties of fuzzy
soft metric spaces are developed.
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1 Introduction

In daily life, the problems in many fields deal with uncertain data and are not successfully modelled in
classical mathematics. There are two types of mathematical tools to deal with uncertainities namely fuzzy set
theory introduced by Zadeh [12] and the theory of soft sets initiated by Molodstov [8] which helps to solve
problems in all areas. Maji et al. [6] introduced several operations in soft sets and has also coined fuzzy soft
sets. Chang [4] has introduced the theory of fuzzy topological spaces and Sanjay Roy et al.[10] has defined
open and closed sets on fuzzy topological spaces.

In this paper we have defined fuzzy soft metric space in terms of fuzzy soft points. Fuzzy soft open ball and
fuzzy soft closed ball are introduced in fuzzy soft metric space. Fuzzy soft Hausdorff metric is also defined
and further some equivalent conditions in a fuzzy soft metric space is developed. Some other properties of
fuzzy soft metric spaces are also established.

2 Preliminaries

Definition 2.1. A fuzzy soft point Fe over (U, t) is a special fuzzy soft set defined by Fe(a) = µFe, where µFe 6= σ

=σ if a 6= e

Definition 2.2. Let FA be a fuzzy soft set over (U, E) and Ge be a fuzzy soft point over (U, E) then Ge ∈ FA if and only
if µGe ⊆ µFAe = FA(e) that is µGe (x) ≤ µFAe ∀x ∈ U

Definition 2.3. Two fuzzy soft points Fe1 , Fe2 are said to be equal if µFe1 (a) = µFe2 (a) . Thus Fe1 6= Fe2 if and only
µFe1 (a) 6= µFe2 (a) .

Proposition 2.1. The union of any collection of fuzzy soft points can be considered as a fuzzy soft set and every fuzzy
soft set can be expressed as the union of all fuzzy soft points.

F =

 ⋃
Fe∈FA

Fe


∗Corresponding author.
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Proposition 2.2. Let FA, GB be two fuzzy soft sets then FA ⊆ GB if and only if Fe ∈ FA implies Fe ∈ GB and hence
FA = GB if and only if Fe ∈ FAf and only if Fe ∈ GB.

Note 2.1. Let F be a collection of fuzzy soft points then the fuzzy soft set generated by F be denoted by FSG(F ) and the
collection of all fuzzy soft points of a fuzzy soft set FA be denoted by FSC(F ).

3 Fuzzy soft metric and fuzzy soft metric space

Let A ⊆ E and let FE be the absolute fuzzy soft set that is FE(e) = τ for all e ∈ E. Let (A)* denote the set of
all non negative fuzzy soft real numbers. The fuzzy soft metric using fuzzy soft points is defined as follows:

Definition 3.1. A mapping d : FSC(FE)× FSC(FE) → R(A)* is said to be a fuzzy soft metric on FE if d satisfies the
following conditions.
(FSM1)d(Fe1 , Fe2) ≥ 0 for all Fe1 , Fe2 ∈ FSM(FE)
(FSM2)d(Fe1 , Fe2) = 0 if and only if Fe1 = Fe2

(FSM3)d(Fe1 , Fe2) = d(Fe2 , Fe1) for all Fe1 , Fe2 ∈ FSM(FE)
(FSM4)d(Fe1 , Fe3) = d(Fe1 , Fe2) + d(Fe2 , Fe3) for all Fe1 , Fe2 , Fe3 ∈ FSM(FE)

The fuzzy soft set FE with the fuzzy soft metric d is called the fuzzy soft metric space and is denoted by (FE, d).

Definition 3.2. Let A ⊆ R and E ⊆ R, let FE be the absolute fuzzy soft set that is FE(e) = τ for all e ∈ E.
Define d : FSC(FE) × FSC(FE) → (R(A)) by d(Fe1 , Fe2) = inf{ |µFe1 (a) − µFe2(a)|/a ∈ A} for all Fe1 , Fe2 ∈
FSM(FE) then d is a fuzzy soft metric over FE, let us verify (FSM1)− (FSM5)

(i) d(Fe1 , Fe2) ≥ 0 for all Fe1 , Fe2 ∈ FSM(FE)

(ii) d(Fe1 , Fe2) = inf{ |µFe1 (a)− µFe2 (a)|/a ∈ A}
=inf{ |µFe2 (a)− µFe1(a)|}
= d(Fe2 , Fe1)

(iii) d(Fe1 , Fe3) = inf{ |µFe1 (a)− µFe3 (a)|/a ∈ A}
= inf{ |µFe1 (a)− µFe2 (a) + µFe2 (a)− µFe3 |/a ∈ A}
≤ inf{ |µFe1 (a)− µFe2 (a) + µFe2 (a)− µFe3 |}
= d(Fe1 , Fe2) + d(Fe2 , Fe3) Thus d is a fuzzy soft metric on FSC(FE).

Definition 3.3. Let (FE, d) be a fuzzy soft metric space and GE, be a fuzzy soft subspace of FE then distance between a
fuzzy soft point Fe and GE is defined by

d(Fe, GE) = sup{ d(Fe, Ge′ )/ for every fuzzy soft point Ge′ in GE}

Definition 3.4. A fuzzy soft subspace GE is said to be a bounded if there exists a positive number M such that
d(Ge1 , Ge2) ≤ M for all Ge1 , Ge2 ∈ GE.
The diameter of the subspace GE is defined as

diam GE = sup{ d(Ge1 , Ge2)/Ge1 , Ge2 ∈ GE}

Definition 3.5. (FE, d) be a fuzzy soft metric space and ˜̃t be a fuzzy soft real number. An open ball centered at fuzzy
soft point Fe ∈ FE and radius t is a collection of all fuzzy soft points Ge of FE such that d(Ge, Fe) < t.

It is denoted by ˜̃B(Fe, ˜̃t). i.e. B(Fe, t) = { Ge ∈ FE/d(Ge, Fe) < t}
The fuzzy soft closed ball denoted by B[Fe, t] = { Ge ∈ FE/d(Ge, Fe) ≤ t}

Definition 3.6. Let (FE, d) be a fuzzy soft metric space having atleast two fuzzy soft points (FE, d) is said to be Hausdorff
if for any points Fe1 , Fe2 in FE such that d(Fe1 , Fe2) > 0, then there exists two fuzzy soft open ball B(Fe1 , t) and B(Fe2 , t)
with centre Fe1 , Fe2 and radius ˜̃t such that ˜̃B(Fe1 , t) ∩ ˜̃B(Fe2 , t) = φ.

Theorem 3.1. Every fuzzy soft metric space is Hausdorff.

Proof. Let (FE, d) be a fuzzy soft metric space having atleast two points. Let Fe1 , Fe2 be two fuzzy soft points in
FE such that d(Fe1 , Fe2) > 0. Choose any fuzzy soft real number ˜̃t such that 0 < t < 1

2 d(Fe1 , Fe2) . Consider two
fuzzy soft open balls ˜̃B(Fe1 , ˜̃t) = { F

′
e : d(F

′
e , Fe) < ˜̃t} and ˜̃B(Fe2 , ˜̃t) = { F

′′
e : d(Fe, F

′′
e ) < ˜̃t}

Suppose Fe3 ∈
˜̃B(Fe1 , ˜̃t) ∩ ˜̃B(Fe2 , ˜̃t) then



Thangaraj Beaula et al. / On fuzzy soft... 199

Fe3 ∈
˜̃B(Fe1 , ˜̃t) =⇒ d(Fe1 , Fe3) < ˜̃t

Fe3 ∈
˜̃B(Fe2 , ˜̃t) =⇒ d(Fe2 , Fe3) < ˜̃t

By (FSM4)
d(Fe1 , Fe2) ≤ d(Fe1 , Fe3) + d(Fe3 , Fe2)
< ˜̃t + ˜̃t = 2˜̃t
therefore ˜̃t > 1

2 d(Fe1 , Fe2) which contradicts the hypothesis. So clearly, ˜̃B(Fe1 , t) ∩ ˜̃B(Fe2 , t) = φ and hence
(FE, d) is Hausdorff.

Definition 3.7. Let { F(e,n)1} n be a sequence of fuzzy soft points in a fuzzy soft metric space (FE, d). The sequence
{ F(e,n)1} n is said to converge in (FE, d) if there is a fuzzy soft point Fσ

e′ ∈ FE such that . d(F(e,n), Fσ
e′ ) →

˜̃0 as n → ∞

That is for every ˜̃ε > ˜̃0 there exist a positive integer N = N( ˜̃ε) such that whenever d(F(e,n), Fσ
e′ ) ≥ ˜̃ε.

It is denoted as limn→∞ F(e,n)1 = Fσ
e′

Definition 3.8. A sequence { F(e,n)1} n of fuzzy soft points in (FE, d) is a Cauchy sequence if to every ˜̃ε > ˜̃0, there
exists N a positive integer such that d(F(e,i)1, F(e,j)1 < ˜̃ε for all i, j ≥ N i.e. d(F(e,i)1, F(e,j)1) < ˜̃ε → 0 as i, j → ∞

Definition 3.9. A fuzzy soft metric space (FE, d) is said to complete if every Cauchy sequence in FE converges to some
fuzzy soft point of FE.

Definition 3.10. Let FCB be the soft set of non-empty closed and bounded subspace of the soft metric space (FE, d).
Define a function on FCB × FCB as

Hd(RA, RB) = max{ supRa
e∈RA

d(Ra
e , RB), supRb

e∈RB
d(RA, Rb

e )}

Theorem 3.2. For a fuzzy soft metric space (FE, d) the following are equivalent.
a) For each sequence of fuzzy soft real numbers { ˜̃tn : n ∈ N} , there a sequence of { Fan

en } finite fuzzy soft points of
FE such that each finite fuzzy soft set GE ⊂ FE is contained in { Fan

e , ˜̃tn} for some n.
b) For each sequence of fuzzy soft real numbers { ˜̃tn : n ∈ N} there is a sequence of { Fan

en } of finite fuzzy points of
FE such that for each finite fuzzy soft set GE ⊂ FE contained in

⋃
nk≤n≤nk+1

B(Fan
e , ˜̃tn) for some k.

Proof. Let us prove (b) =⇒ (a)
Let { ˜̃tn : n ∈ N} be a sequence of fuzzy soft real numbers. For each n ∈ N
Let ˜̃Sn = min{ ˜̃ti = µ ˜̃ti

for i ≤ n}

Applying (b) to { ˜̃Sn : n ∈ N} . Then there is an increasing sequence n1 < n2 < ... in N. Such that each
finite fuzzy point set GE ⊂ FE is contained in

⋃
nk≤n≤nk+1

B(Fai
e , ˜̃Si) for some k.

Let HA
E =

⋃
i<n Fai

e for n < n1
Hn

E =
⋃

nk≤i≤nk+1
Fai

e , for each n and nk ≤ n ≤ nk+1
Let us prove that the sequence { Hn

E : n ∈ N} satisfies (a). Let SE be a finite subset of FE choose K such
that SE ⊂

⋃
nk≤i≤nk+1

B(Fei , {
˜̃Sn)

Let Hn
E =

⋃
nk≤i≤nk+1

Fei , where nk ≤ n ≤ nk+1

Then for each Fe ∈ SE there is j, nk ≤ j ≤ nk+1 and Fei with Fe ∈ B(Fei ,
˜̃Sj) we also have B(Fei ,

˜̃Sj) and since
Fej ∈ Hn

E. We have Fe ∈ B(HEj ,
˜̃tj)

Proof for (a) implies (b) is trivial.

Theorem 3.3. Cartesian product of two fuzzy soft hausdorff metric spaces is hausdroff.

Proof. Let (FE, d) and (GE, d) be two fuzzy soft hausdorff metric spaces. Let (Fe1 , G1
e1

) and (Fe2 , G1
e2

) be points
in FE × GE, in such a way that d((Fe1 , Fe2) > ˜̃0 and d((G1

e1
, G1

e2
) > ˜̃0 . So either Fe1 6= G1

e1
or Fe2 6= G1

e2

Suppose Fe1 6= Fe2 , since (FE, d) is a fuzzy soft hausdorff metric space, there exists two fuzzy soft open
balls ˜̃B(Fe1 , ˜̃t1) and ˜̃B(Fe2 , ˜̃t2) where ˜̃t1 and ˜̃t2 are fuzzy soft real numbers such that ˜̃0 < ˜̃t1 < 1

2 d(Fe1 , Fe2) and
˜̃0 < ˜̃t2 < 1

2 d(Fe1 , Fe2) and ˜̃B(Fe1 , ˜̃t1) ∩ ˜̃B(Fe2 , ˜̃t2) is empty. Since every metric space is metrizeable, each FE and
GE are open and so.

˜̃B(Fe1 , ˜̃t1)× FE and ˜̃B(Fe2 , ˜̃t2)× GE are the fuzzy soft open sets on FE × GE .
Hence ( ˜̃B(Fe1 , ˜̃t1)× FE) ∩ ( ˜̃B(Fe2 , ˜̃t2)× GE) = φ

Theorem 3.4. Every convergent sequence in a fuzzy soft hausdorff metric space (FE, d) has a unique limit.
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Proof. Assume { F(e,n)m} a sequence of fuzzy soft points in the fuzzy soft metric space converges to Fe′ σ1
and

Fe′ σ2
.

Since (FE, d) is hausdorff there exist ˜̃t1 and ˜̃t2 fuzzy soft real numbers such that ˜̃B(Feσ1
, ˜̃t1) and ˜̃B(Feσ1

, ˜̃t2)
are disjoint.

Since { F(e,n)m} converges to Fe′ σ1
there exists a positive integer N1 such that d(F(e,n)m, Feσ1

) < ˜̃ε1 where

˜̃ε1 < ˜̃t1 for all n ≤ N1, Again since { F(e,n)m} converges to Feσ2
there exist a positive integer N2 such that

d(F(e,n)m, Feσ2
) < ˜̃ε2 where ˜̃ε2 < ˜̃t2 for all n ≤ N2,

Let N = max{ N1, N2} then for all n ≥ N, F(e,n)m ∈ ˜̃B(Feσ1
, ˜̃ε1) and F(e,n)m ∈ ˜̃B(Feσ1

, ˜̃ε2) which is a contra-

diction to the fact that ˜̃B(Feσ1
, ˜̃ε1) and ˜̃B(Feσ1

, ˜̃ε2) are disjoint.

Suppose ˜̃ε1 > ˜̃t1 and ˜̃ε2 > ˜̃t2 , then F(e,n)m ∈ ˜̃B(Feσ1
, ˜̃ε1) for all n ≥ N1 and for all F(e,n)m ∈ ˜̃B(Feσ1

, ˜̃ε2) for all
n ≥ N2 cannot happen and so again we arrive at a contradiction.

Definition 3.11. FA is called fuzzy soft open if and only if for every Ge ∈ FA there exists r > 0. Such that B(Ge, r) ⊆ FA
where B(Ge, r) = { He : d(He, Ge) < r} and B(Ge, r) is called a sphere with center Ge and radius r.

Definition 3.12. Let δ = { FA : FAis fuzzy soft open} which satisfies the axioms of A fuzzy soft set FA is called a
neighbourhood of a fuzzy soft point Ge if and only if there exists HB ∈ δ such that Ge ∈ HB ⊆ FA.

Theorem 3.5. Let γGe = { FA : FA is a neighbourhoood of the fuzzy soft point Ge} then the family γGe at any point
Ge over (U, E) satisfies the following properties.
(i) if FA ∈ γGe then Ge ∈ FA
(ii) if FA ∈ γGe and FA ⊆ then HB ∈ γGe

(iii) if FA, HB ∈ γGe then FA ∩ HB ∈ γGe

Proof. (i) if FA ∈ γGe then FA is a neighbourhood of the fuzzy soft point Ge. so, there exists a fuzzy soft open
set HB containing Ge and HB ⊂ FA. Thus there exists a r > 0 such that B(Ge, r) ⊂ HB.

Hence B(Ge, r) ⊂ HB ⊂ FA and so Ge ∈ FA
(ii) Given FA ∈ γGe and FA ⊆ HB there exists fuzzy soft open set Vc containing Ge and Vc ⊂ FA also

there exists r > 0, such that B(Ge, r) ⊂ Vc ⊂ FA by the given condition, B(Ge, r) ⊂ Vc ⊂ FA ⊆ HB and so
B(Ge, r) ⊂ Vc ⊆ HB implies that HB ∈ γGe

(iii) if FA, HB ∈ γGe , then there exists fuzzy soft open sets Vc and WD such that Vc ⊂ FA and WD ⊂ HB.
Thus there exists r1 > 0 such that B(Ge, r1) ⊂ Vc ⊂ FA and there exists r2 > 0 such that B(Ge, r2) ⊂ WD ⊂

HB choose r = min{ r1, r2}
then B(Ge, r1) ⊂ Vc ∩WD ⊂ FA ∩ HB

Definition 3.13. A dual fuzzy soft point is a fuzzy soft point Fed of Fe over (U, E) where Fed (a) = 1− µFe if a = e,
where µFe 0̄

= 1 if a 6= e

Definition 3.14. A fuzzy soft matric is a mapping d : FSC(FA)× FSC(FA) → R(A)∗ on FA which is continuous for
membership grade and satisfies for all Fe1 , Fe2 , Fe3 ∈ FSC(FA) the following axioms
(i) if Fe2 ⊂ Fe1 then d(Fe1 , Fe2) = 0
(ii) d(Fe1 , Fe3) ≤ d(Fe1 , Fe2) + d(Fe2 , Fe3)
(iii) d(Fe1 , Fe2) = d(Fde2

, Fde3
)

(iv) if Fe2 ⊆ Fe1 , then d(Fe1 , Fe2) > 0
if in the definition mentioned above, if (iv) is omitted then d is called a soft fuzzy pseudo metric. if (iii) and (iv) are
omitted then d is called a fuzzy soft quasi metric.

Definition 3.15. Let d be a fuzzy soft quasi metric on the fuzzy soft set FA then for any Fe ∈ FSC(FA) and ε > 0
then Bε(Fe) = ∪{ Fe′ : d(Fe, Fe′ ) < ε} is a fuzzy soft set which is called an ε - open ball of Fe and Bε(Fe) = ∪{ Fe′ :
d(Fe, Fe′ ) < ε} called a fuzzy soft closed ball of Fe.
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Definition 3.16. The family of all fuzzy soft open balls is known as the base of a fuzzy soft topology τF for FA cor-
responding to fuzzy soft (quasi, pseudo). This is called as a fuzzy soft metric topology and (FA, A, τF) is a fuzzy soft
(quasi, pseudo) metric space.

Theorem 3.6. Let (FA, A, τF) be a fuzzy soft quasi metric space then for any fuzzy soft point Fe ∈ FA and ε > 0, then
the fuzzy soft ε - open ball. Bε(FE) is a fuzzy soft open neighbourhood of Fe.

Proof. We have to show that Fe ∈ Bε(FE) for a particular a ∈ A, Fe(a) = µFe(a) if a = e, µFe 6= 0 = 0 if a 6= e in
this case d(Fe1 , Fe) < ε and so Fe ∈ Bε(FE)

For different elements in A, let us show that result is true.
If a, b ∈ A , such that a < b or b < a. Then µFe(a) < µFe(b) or µFe(b) < µFe(a)
In either cases we conclude from above that d(Fe1 , Fe) < ε and so Fe ∈ Bε(FE)

Theorem 3.7. Let (FA, A, τF) be a fuzzy soft pseudo metric space, if Fe = ∪a∈UµFe (a)

Definition 3.17. A fuzzy soft point Ge is said to be quasi - coincident with FA denoted by GeqFA if and only if µGe (x) +
µe

Ge
(x) for some x ∈ U

Definition 3.18. A fuzzy soft set FA is said to be a Q - neighbourhood of Ge iff there exists HB ∈ τ such that GeqHB
and HB ⊆ FA.

Theorem 3.8. A fuzzy soft point Ge ∈ FA if and only if each Q - neighbourhood of Ge is quasi - coincident with FA.

Definition 3.19. A family of fuzzy soft sets in (FA, A, τF) is said to be fuzzy soft locally finite if and only if every fuzzy
soft point Fe ∈ FSC(FA) has a neighbourhood HA which is quasi - coincident with atmost finite number of S .

Theorem 3.9. If S is a fuzzy soft locally finite family in (FA, A, τF) then⋃
GA∈S

GA =
⋃

GA∈S
GA

Proof. Given any point Fe ∈
⋃

GA∈S GA then each Q - neighbourhood of Fe is a quasi - coincident with⋃
GA∈S GA. By fuzzy soft locally finite property, there exists a Q - neighbourhood HA of Fe. which is quasi

- coincident with atmost finite number of S . But HA is quasi - coincident with
⋃

GA∈S GA and hence HA is
quasi - coincident with

⋃n
i=1 Gi

A for all Gi
A ∈ S

Let us prove that every Q - neighbourhood of Fe is quasi - coincident with
⋃n

i=1 Gi
A for all Gi

A ∈ S

If for every Q - neighbourhood KA of Fe which is contained in GA such that µe
KA

(x) ≤ µe
GA

(x) then we have
to show that KA is quasi - coincident with

⋃n
i=1 Gi

A for all Gi
A ∈ S . If KA is contained in GA then KA is quasi -

coincident with Gi
A, i = 1, 2, ..., n .

But KA and
⋃

GA∈S Gi
A are quasi - coincident and thus we have proved that every Q - neighbourhood of Fe

is quasi - coincident with
⋃n

i=1 Gi
A and so we have, Fe ⊆

⋃n
i=1 Gi

A =
⋃n

i=1 Gi
A ⊂

⋃
GA∈S Gi

A
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Abstract

In this present work, we consider an impulsive neutral integro-differential equation with infinite delay in
an arbitrary Banach space X. The existence of mild solution is established by using resolvent operator and
Hausdorff measure of noncompactness.
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1 Introduction

In recent years, impulsive differential equations have become an active area of research due to their demon-
strated applications in widespread fields of science and engineering such as biology, physics, control theory,
population dynamics, economics, chemical technology, medicine and many others. Neutral differential equa-
tions arise in many areas of applied mathematics. The system of rigid heat conduction with finite wave spaces
can be modeled in the form of the integro-differential equation of neutral type with delay. In addition, the
development of the theory of the functional differential equation with infinite delay depends on a suitable
choice of phase space. There are various phases spaces which have been studied in a book by Hale and Kato
[9] and they introduced a common phase space B. For more detail on phase space, we refer to book by Hale
and Kato [9] and Y. Hino et al. [20].

On the other hand, many real world processes and phenomena which are subjected during their develop-
ment to short-term external influences can be modeled as impulsive differential equation with fractional order.
Their duration is negligible compared to the total duration of the entire process or phenomena. Such process
is investigated in various fields such as biology, physics, control theory, population dynamics, medicine and
so on. For the general theory of such differential equations, we refer to the monographs [12], [18], and papers
[5], [6], [14], [17], [19], [21]-[22], and references given therein.

The purpose of this paper is to study the following integro-differential equation with infinite delay in a
Banach space (X, ‖ · ‖),

d
dt

[u(t)− F(t, ut)] = A[u(t) +
∫ t

0
f (t− s)u(s)ds] + G(t, ut,

∫ t

0
E(t, s, us)ds),

t ∈ J = [0, T0], t 6= tk, k = 1, 2, · · · , m, (1.1)

u0 = φ ∈ B, (1.2)

∆u(ti) = Ii(uti ), i = 1, 2, · · · , m, (1.3)
∗Corresponding author.
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where 0 < T0 < ∞, A is a closed linear operator defined on a Banach space (X; ‖ · ‖) with dense domain
D(A) ⊂ X; f (t), t ∈ [0, T0] is a bounded linear operator. The functions F : [0, T0]×B → X, G : [0, T0]×B×
X → X, E : [0, T0]× [0, T0]×B → X, Ii : X → X, i = 1, · · · , m are appropriate functions to be specified later,
where B is the phase space defined axiomatically later in section 2 and 0 < t1 < t2 < · · · < tm < tm+1 = T0
are pre-fixed numbers. The symbol ∆u(t) = u(t+)− u(t−) denotes the jump of the function u at t i.e., u(t−)
and u(t+) denotes the end limits of the u(t) at t. The history ut : (−∞, 0] → X is a continuous function defined
as ut(s) = u(t + s), s ≤ 0 belongs to the abstract phase space B.
Hernandez et al, [4] has discussed the existence of solution for the neutral integro-differential problem

d
dt

[u(t) + f (t, ut)] = Au(t) + g(t, ut), t ∈ [0, T0], (1.4)

u0 = φ, φ ∈ B, (1.5)

where A : D(A) ⊂ X → X is the infinitesimal generator of an analytic semigroup and f , g : [0, T0] ×B →
X are appropriate functions. The existence of the mild solution for impulsive neutral integro-differential
inclusions with nonlocal conditions

d
dt

[u(t)− F(t, u(h1(t)))] = A[u(t) +
∫ t

0
f (t− s)u(s)ds]

+G(t, u(h2(t))), t ∈ [0, T0], t 6= tk, (1.6)

∆u(tk) = Ik(u(t−k )), k = 1, · · · , m, (1.7)

u(0) + g(u) = u0, (1.8)

has been established by Chang and Nieto in [22]. Where A is the infinitesimal generator of a compact, analytic
resolvent operator R(t), t > 0 on a Banach space X and F, G, g, Ik are appropriated functions.

In this work, our work is spurred by the works [4]-[7], [14], [17], [21]-[22] to establish some existence results
for the system (1.1)-(1.3) by using measure of noncompactness and resolvent operator. The tool of measure
of noncompactness has been used in linear operator theory, theory of differential and integral equations, the
fixed point theory and many others. For an initial study of the theory of the measure of noncompactness, we
refer to book of Józef Banas [10], Akhmerov et. al.[16] and references given therein.

The organization of the article is as follows: In section 2, we provide some basic definitions, lemmas and
theorems as preliminaries as these are useful for proving our results. In section 3, we prove the existence of
mild solution to (1.1)-(1.3). An example is also considered at the end of the article.

2 Preliminaries

In this segment, we provide some fundamental definition, Lemmas and Theorems which will be utilized
all around this paper.
Let X be a Banach space. The symbol C([a, b]; X), (a, b ∈ R) stands for the Banach space of all the continuous
functions from [a, b] into X equipped with the norm ‖ z(t)‖C = supt∈[a,b] ‖ z(t)‖X and Lp((a, b); X) stands for
Banach space of all Bochner-measurable functions from (a, b) to X with the norm

‖ z‖Lp = (
∫

(a,b)
‖ z(s)‖p

Xds)1/p.

Let 0 ∈ ρ(A) i.e. A is invertible. Then it can be conceivable to characterize the fractional power Aα for
0 < α ≤ 1 as a closed linear operator with domain D(Aα) ⊂ X. It is easy to see that D(Aα) which is dense in X
is a Banach space endowed with the norm ‖ z‖ = ‖ Aαz‖, for z ∈ D(Aα). Henceforth, we use Xα as notation
of D(Aα). Also, we have that Xκ ↪→ Xα for 0 < α < κ and therefore, the embedding is continuous. Then, we
define X−α = (Xα)∗, for each α > 0. The space X−α stands for the dual space of Xα, is a Banach space with the
norm ‖ z‖−α = ‖ A−αz‖. For additional parts on the fractional powers of closed linear operators, we allude to
book by Pazy [1].

For the differential equation with infinite delay, Kato and Hale [9] was proposed the phase space B satis-
fying certain fundamental axioms.
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Definition 2.1. The linear space of all functions from (−∞, 0] into Banach space X with a seminorm ‖ · ‖B is known
as phase space B. The fundamental axioms assumed on B are the followings:

(A) If u : (−∞, d + T0] → X, T0 > 0 is a continuous function on [d, d + T0] such that ud ∈ B and u|[d,d+T0] ∈ B ∈
PC([d, d + T0]; X), then for every t ∈ [d, d + T0), the following conditions are hold:

(i) ut ∈ B,

(ii) H‖ ut‖B ≥ ‖ u(t)‖,

(iii)‖ ut‖B ≤ N(t + d)‖ ud‖B + K(t− d) sup{‖ u(s)‖ : d ≤ s ≤ t},
where H is a positive constant; N, K : [0, ∞) → [1, ∞), N is a locally bounded, K is continuous and K, H, N
are independent of u(·).

(A1) For the function u in (A1), ut is a B-valued continuous function for t ∈ [d, d + T0].

(B) The space B is complete.

To set the structure for our primary existence results, we have to introduce the following definitions.

Definition 2.2. A family {R(t)}t∈J of bounded linear operators is said to be a resolvent operator (Fractional operators)
for following equation

x′(t) = A[x(t) +
∫ t

0
f (t− s)x(s)ds], (2.9)

if the following conditions are satisfied

(i) R(0) = I, where I is the identity operator on X.

(ii) R(t) is strongly continuous for t ∈ [0, T0].

(iii) R(t) ∈ B(Z), t ∈ [0, T0]. For z ∈ Z and R(·)z ∈ C([0, T0]; Z) ∩ C1([0, T0]; Z), we have

d
dt

R(t)z = A[R(t)z +
∫ t

0
f (t− s)R(s)zds], (2.10)

= R(t)Az +
∫ t

0
R(t− s)A f (s)zds, t ∈ [0, T0]. (2.11)

Where B(Z) denotes the space of bounded linear operators defined on Z and Z is a Banach space formed from
D(A) with the graph norm.

We assume that A generates a resolvent operator {R(t)}t≥0 on a Banach space X and there exists a positive
constant M1 such that ‖ R(t)‖ ≤ M1. For any 0 ≤ α ≤ 1, there exists a positive constant Mα such that

‖ AαR(t)‖ ≤ Mα

tα
, t ∈ [0, T0]. (2.12)

To consider the mild solution for the impulsive problem, we propose the set PC([0, T0]; X) = {u : [0, T0] →
X : u is continuous at t 6= ti and left continuous at t = ti and u(t+i ) exists, for all i = 1, · · · , m}. Clearly,
PC([0, T0]; X) is a Banach space endowed the norm ‖ u‖PC = supt∈[0,T0] ‖ u(s)‖. For a function u ∈ PC([0, T0]; X)
and i ∈ {0, 1, · · · , m}, we define the function ũi ∈ C([ti, ti+1], X) such that

ũi(t) =

{
u(t), for t ∈ (ti, ti+1],

u(t+i ), for t = ti.
(2.13)

For W ⊂ PC([0, T0]; X) and i ∈ {0, 1, · · · , m}, we have W̃i = {ũi : u ∈ W} and following Accoli-Arzelà type
criteria. Now, we discuss some basic definition of measure of noncompactness (MNC).

Lemma 2.1. [3]. A set W ⊂ PC([0, T0]; X) is relatively compact if and only if each set W̃i ⊂ C([ti, ti+1], X) (i =
0, 1 · · · , m) is relatively compact.

Definition 2.3. The Hausdorff’s measure of noncompactness (H’MNC) χY is defined as

χY(U) = inf{ε > 0 : U can be covered by finite number of balls with radius ε}, (2.14)

for the bounded set U ⊂ Y, where Y is a Banach space.
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Lemma 2.2. For any bounded set U, V ⊂ Y, where Y is a Banach space. Then, the following properties are fulfilled:

(i) χY(U) = 0 if and only if U is pre-compact;

(ii) χY(U) = χY(conv U) = χY(U), where conv U and U denotes the convex hull and closure of U respectively;

(iii) χY(U) ⊂ χY(V), when U ⊂ V;

(iv) χY(U + V) ≤ χY(U) + χY(V), where U + V = {u + v : u ∈ U, v ∈ V};

(v) χY(U ∪V) ≤ max{χY(U), χY(V)};

(vi) χY(λU) = λ · χY(U), for any λ ∈ R;

(vii) If the map P : D(P) ⊂ Y → Z is continuous and satisfy the Lipschitsz condition with constant κ. Then, we have
that χZ (PU) ≤ κχY(U) for any bounded subset U ⊂ D(P), where Y and Z are Banach space;

Definition 2.4. [10] A bounded and continuous map P : D ⊂ Z → Z is a χZ-contraction if there exists a constant
0 < κ < 1 such that χZ(P(U)) ≤ κχZ(U), for any bounded closed subset U ⊂ D, where Z is a Banach space.

Lemma 2.3. [15] Let D ⊂ Z be a closed, convex with 0 ∈ D and the continuous map P : D → D be a χZ-contraction.
If the set {u ∈ D : u = λPu, for 0 < λ < 1} is bounded, then the map P has a fixed point in D.

Lemma 2.4. (Darbo-Sadovskii)[10]. Let D ⊂ Z be bounded, closed and convex. If the continuous map P : D → D is
a χZ-contraction, then the map P has a fixed point in D.

In this paper, we consider that χ denotes the Hausdorff’s measure of noncompactness (H’MNC)in X, χC
denotes the Hausdorff’s measure of noncompactness in C([0, T0]; X) and χPC denotes the Hausdorff’s measure
of noncompactness in PC([0, T0]; X).

Lemma 2.5. ([10]. If U is bounded subset of C([0, T0]; X). Then, we have that χ(U(t)) ≤ χC(U), ∀ t ∈ [0, T0],
where U(t) = {u(t); u ∈ U} ⊆ X. Furthermore, if U is equicontinuous on [0, T0], then χ(U(t)) is continuous on the
interval [0, T0] and

χC(U) = sup
t∈[0,T0]

{χ(U(t))}. (2.15)

Lemma 2.6. [10] If U ⊂ C([0, T0]; X) is bounded and equicontinuous, then χ(U(t)) is continuous and

χ(
∫ t

0
U(s)ds) ≤

∫ t

0
χ(U(s))ds, ∀ t ∈ [0, T0], (2.16)

where
∫ t

0 U(s)ds = {
∫ t

0 u(s)ds, u ∈ U}.

Lemma 2.7. [14]

(1) If U ⊂ PC([0, T0]; X) is bounded, then χ(U(t)) ≤ χPC(U), ∀ t ∈ [0, T0], where U(t) = {u(t) : u ∈ U} ⊂ X;

(2) If U is piecewise equicontinuous on [0, T0], then χ(U(t)) is piecewise continuous for t ∈ [0, T0] and

χPC(U) = sup{χ(U(t)) : t ∈ [0, T0]}; (2.17)

(3) If U ⊂ PC([0, T0]; X) is bounded and equicontinuous, then χ(U(t)) is piecewise continuous for t ∈ [0, T0] and

χ(
∫ t

0
U(s)ds) ≤

∫ t

0
χ(U(s))ds, ∀ t ∈ [0, T0], (2.18)

where
∫ t

0 U(s)ds = {
∫ t

0 u(s)ds : u ∈ U}.
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3 Main Results

In this segment, the existence of the mild solution for the equation (1.1)-(1.3) is studied. Now we introduce
following conditions:

(HR) Since R(t) is a resolvent operator and f is bounded operator. Without loss of generality we assume that
there exist positive constants N1, N2 such that ‖ R(t)‖ ≤ N1, ‖ f (t)‖ ≤ N2, t ∈ [0, T0]. We assume that
R(t), t ≥ 0 satisfies the following property;

(R1) The map t 7→ R(t) is continuous from (0, T0] to L(X) with the uniform operator norm ‖ · ‖L(X).

(HF) The function F : [0, T0]×B → X is Lipschitz continuous and there exist constants LF > 0 and 0 < β ≤ 1
such that

‖ AβF(t, x1)− AβF(s, x2)‖ ≤ LF[‖ x1 − x2‖B], (3.19)

and

‖ AβF(t, x)‖ ≤ C1‖ x‖B + C2, (3.20)

for all x, x1, x2 ∈ B and t ∈ [0, T0], where C1, C2 are positive constants.

(HG) G : [0, T0]×B× X → X is a nonlinear function such that
(1) For each u : (−∞, T0] → X, u0 = φ ∈ B, G(t, ·, ·) is continuous for a.e. t ∈ [0, T0] and function
t 7→ G(t, ut,

∫ t
0 E(t, s, us)ds) is strongly measurable for u ∈ PC([0, T0]; X).

(2) There is an integrable function α : J → [0, ∞) and a monotone increasing continuous function Ω :
R+ → R+ such that

‖ G(τ, x, y)‖ ≤ α(τ)Ω(‖ x‖B + ‖ y‖), τ ∈ [0, T0], (x, y) ∈ B× X. (3.21)

(3) There is an integrable function η : J → [0, ∞) such that for any bounded subset E1 ⊂ PC((−∞, 0]; X),
E2 ⊂ X, we have that

χ(R(τ)G(τ, E1, E2)) ≤ ξ(τ){ sup
−∞≤θ≤0

χ(E1(θ)) + χ(E2)}, (3.22)

for a.e. t ∈ [0, T0]. Where E1(θ) = {u(θ) : u ∈ E1}.

(HE) (1) There is a constant E1 > 0 such that

‖
∫ τ

0
[E(τ, s, u)− E(τ, s, v)]ds‖ ≤ E1‖ u− v‖B, τ, s ∈ [0, T0], u, v ∈ B. (3.23)

(2)The map E(t, s, ·) : B → X is continuous for each (t, s) ∈ [0, T0] × [0, T0] and E(·, ·, u) : [0, T0] ×
[0, T0] → X is a strongly measurable function for each u ∈ B. There exist a constant ζ > 0 and integrable
function mE : J → [0, ∞) such that

‖ E(τ, s, x)‖ ≤ ζmE(s)ϕ(‖ x‖), τ, s ∈ [0, T0], (3.24)

where ϕ ∈ C([0, ∞); [0, ∞)) is a increasing function and
∫ ∞

0 ζmE(s)ds ≤ L0.

(HI) (1) The functions Ii : B → X, i = 1, 2, · · · , m are continuous and there are constant Li > 0 (i =
1, 2, · · · , m) such that

‖ Ii(x)− Ii(y)‖ ≤ Li‖ x − y‖B, ∀ x, y ∈ B. (3.25)

(2) There exist positive constant K1
i and K2

i ,(i = 1, · · · , m) such that

‖ Ii(x)‖ = K1
i ‖ x‖B + K2

i , x ∈ B. (3.26)
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(H’)

µ1 = [(KT0 N1H + MT0) + KT0 N1‖ A−β‖C1]‖ φ‖B + KT0 [‖ A−β‖C2

+
M1−βT0

β

β
C2 + N2

M1−βT0
β+1

β
C2 + N1 ∑

0<ti<t
K1

i ], (3.27)

µ2 = [‖ A−β‖C1 +
M1−βT0

β

β
C1 + N2

M1−βT0
β+1

β
C1

+N1 ∑
0<ti<t

K1
i ] < 1 (3.28)

and ∫ T0

0
m̂E(s)ds ≤

∫ ∞

b

ds
Ω(s) + ϕ(s)

, (3.29)

where b = µ1
1−µ2

.

Definition 3.5. A piecewise continuous function u : (−∞, T0] → X is said to be a solution for the system (1.1)-(1.3) if
u0 = φ, u(·)|[0,T0] ∈ PC and following impulsive integral equation

u(t) = R(t)[φ(0)− F(0, φ)] + F(t, ut) +
∫ t

0
AR(t− s)F(s, us)ds

+
∫ t

0
AR(t− s)

∫ s

0
f (s− τ)F(τ, uτ)dτds

+
∫ t

0
R(t− s)G(s, us,

∫ s

0
E(s, τ, uτ)dτ)ds

+ ∑
0<ti<t

R(t− ti)Ii(uti ), t ∈ [0, T0], (3.30)

is verified.

Let z : (−∞, T0] → X be a function defined by z0 = φ and z(t) = R(t)φ(0) on [0, T0]. It is clear that ‖ zt‖ ≤
(KT0 N1H + MT0)‖ φ‖B, where KT0 = supt∈[0,T0] K(t), MT0 = supt∈[0,T0] M(t).

Theorem 3.1. Suppose (HR), (HF), (HG), (HE), (HI), (H′) holds and

KT0 [LF +
M1−βT0

β

β
LF +

N2LF M1−βT0
β+1

β
+ N1

m

∑
i=1

Li] + (1 + L0Ω1)
∫ t

0
ξ(s)ds ≤ 1. (3.31)

Then, the impulsive system (1.1)-(1.3) has a mild solution.

Proof. Let S(T0) = {u : (−∞, T0] → X, u0 = 0, u|[0,T0] ∈ PC} endowed with the supremum norm ‖ · ‖ be the
space. Define operator P : S(T0) → S(T0) as

Pu(t) =



0, t ∈ (−∞, 0],

−R(t)F(0, φ) + F(t, ut + zt) +
∫ t

0 AR(t− s)F(s, us + zs)ds

+
∫ t

0 AR(t− s)
∫ s

0 f (s− τ)F(τ, uτ + zτ)dτds

+
∫ t

0 R(t− s)G(s, us + zs,
∫ s

0 E(s, τ, uτ + zτ)dτ)ds

+ ∑
0<ti<t

R(t− ti)Ii(uti + zti ), t ∈ [0, T0].

(3.32)

Also we have ‖ ut + zt‖B ≤ (KT0 N1H + MT0)‖ φ‖B + KT0‖ u‖t, where ‖ u‖t = sups∈[0,t] ‖ u(s)‖. From the
axioms A, our assumptions and the strongly continuity of R(t), we can see that Pu ∈ PC. For u ∈ S(T0), we
get

‖ AR(t− s)F(s, us + zs)‖ = ‖ A1−βR(t− s)AβF(s, us + zs)‖,

≤
M1−β

(t− s)1−β
[C1‖ us + zs‖B + C2], (3.33)
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thus, from the Bocher theorem it takes after that AR(t − s)F(s, us + zs) is integrable. So, we obtain that P is
well defined on S(T0). We give the demonstration of Theorem 3.1 in the numerous steps.

Step 1. The set {x ∈ PC([0, T0]; X) : u(t) = λPu(t), for 0 < λ < 1} is bounded.
For 1 > λ > 0, let uλ be a solution for u = λPu. We have that

‖ uλt + zt‖ ≤ (KT0 N1H + MT0)‖ φ‖B + KT0‖ uλ‖t. (3.34)

Let νλ(t) = (KT0 N1H + MT0)‖ φ‖B + KT0‖ uλ‖t, for each t ∈ [0, T0]. Then, we have

‖ uλ(t)‖ = ‖ λPuλ(t)‖ ≤ ‖ Puλ(t)‖,

≤ ‖ R(t)F(0, φ)‖+ ‖ F(t, uλt + zt)‖

+
∫ t

0
‖ A1−βR(t− s)‖‖ AβF(t, uλs + zs)‖ds

+
∫ t

0
‖ A1−βR(t− s)‖

∫ s

0
f (s− τ)‖AβF(τ, uτ + zτ)‖dτds

+
∫ t

0
‖ R(t− s)G(s, us + zs,

∫ s

0
E(s, τ, uτ + zτ)dτ)‖ds

+ ∑
0<ti<t

‖ R(t− ti)Ii(uti + zti )‖,

≤ N1‖ A−β‖[C1‖ φ‖B + C2] + ‖ A−β‖[C1νλ(t) + C2]

+
M1−βT0

β

β
(C1νλ(s) + C2) + N2

M1−βT0
β+1

β
(C1νλ(s) + C2)

+N1

∫ t

0
α(s)Ω(νλ(s) +

∫ s

0
ζmE(τ)ϕ(νλ(τ))dτ)ds

+N1 ∑
0<ti<t

(K1
i νλ(t) + K2

i ),

≤ N1‖ A−β‖[C1‖ φ‖B + C2] + ‖ A−β‖C2 +
M1−βbβ

β
C2 + N2

M1−βT0
β+1

β
C2

+N1 ∑
0<ti<t

K2
i + [‖ A−β‖C1 +

M1−βT0
β

β
C1 + N2

M1−βT0
β+1

β
C1

+N1 ∑
0<ti<t

K1
i ]νλ(t) + N1

∫ t

0
α(s)Ω(νλ(s) +

∫ s

0
ζ mE(τ)ϕ(νλ(τ))dτ)ds,

which gives that

νλ(t) ≤ [(KT0 N1H + MT0) + KT0 N1‖ A−β‖C1]‖ φ‖B + KT0 [‖ A−β‖C2

+
M1−βT0

β

β
C2 + N2

M1−βT0
β+1

β
C2 + N1 ∑

0<ti<t
K1

i ] + [‖ A−β‖C1

+
M1−βT0

β

β
C1 + N2

M1−βT0
β+1

β
C1 + N1 ∑

0<ti<t
K1

i ]νλ(t)

+N1

∫ t

0
α(s)Ω(νλ(s) +

∫ s

0
ζ mE(τ)ϕ(νλ(τ))dτ)ds,

νλ(t) ≤ µ1

1− µ2
+

N1KT0

1− µ2

∫ t

0
α(s)Ω(vλ(s) +

∫ s

0
ζ mE(τ)ϕ(νλ(τ))dτ)ds,

Take b = µ1
1−µ2

, therefore we get

νλ(t) ≤ b +
N1KT0

1− µ2

∫ t

0
α(s)Ω(νλ(s) +

∫ s

0
ζ mE(τ)ϕ(νλ(τ))dτ)ds, (3.35)

Let βλ(t) = b +
N1KT0
1−µ2

∫ t
0 α(s)Ω(νλ(s) +

∫ s
0 ζ ·mE(τ)ϕ(νλ(τ))dτ)ds, then we have βλ(0) = b and

νλ(t) ≤ βλ(t), 0 ≤ t ≤ T0. (3.36)
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Also, we get

β
′
λ(t) ≤

N1KT0

1− µ2
α(t)Ω(νλ(t) +

∫ t

0
ζ mE(s)ϕ(νλ(s))ds). (3.37)

Since we have that Ω is nondecreasing. Therefore we get

β
′
λ(t) ≤

N1KT0

1− µ2
α(t)Ω(βλ(t) +

∫ t

0
ζ mE(s)ϕ(βλ(s))ds). (3.38)

Now we take Bλ(t) = βλ(t) +
∫ t

0 ζ mE(s)ϕ(βλ(s))ds and we have Bλ(0) = βλ(0) and Bλ(t) ≤ βλ(t).

B
′
λ(t) = β

′
λ(t) + ζ mE(t)ϕ(βλ(t)),

≤
N1KT0

1− µ2
α(t)Ω(Bλ(t)) + ζ mE(t)ϕ(Bλ(t)),

≤ m̂E(t)(Ω(Bλ(t)) + ϕ(Bλ(t))), (3.39)

which gives that ∫ Bλ(t)

Bλ(0)

1
Ω(s) + ϕ(s)

ds ≤
∫ T0

0
m̂E(s)ds ≤

∫ ∞

b

1
Ω(s) + ϕ(s)

ds. (3.40)

It implies that functions βλ(t) are bounded on [0, T0]. Therefore, the function νλ(t) are bounded on [0, T0] and
uλ(·) are bounded on [0, T0].
Step 2. P is χ-contraction.
We introduce the decomposition of P = P1 + P2 such that

P1u(t) = R(t)[−F(0, φ)] + F(t, ut + zt) +
∫ t

0
AR(t− s)F(s, us + zs)ds

+
∫ t

0
AR(t− s)

∫ s

0
f (s− τ)F(τ, uτ + zτ)dτds

+ ∑
0<ti<t

R(t− ti)Ii(uti + zti ), (3.41)

P2u(t) =
∫ t

0
R(t− s)G(s, us + zs,

∫ s

0
E(s, τ, uτ + zτ)dτ)ds. (3.42)

To prove the result, firstly we show that P1 satisfies the Lipschitz condition. For u1, u2 ∈ S(T0), we have
‖ P1u1(t)− P1u2(t)‖

≤ ‖ AβF(t, u1t + zt)− AβF(t, u2t + zt)‖

+
∫ t

0
‖A1−βR(t− s)‖‖AβF(s, u1s + zs)− F(s, u2s + zs)‖ds

+
∫ t

0
‖A1−βR(t− s)‖

∫ s

0
‖ f (s− τ)‖‖AβF(τ, u1τ + zτ)− F(τ, u2τ + zτ)‖dτds

+ ∑
0<ti<t

‖R(t− ti)‖‖ Ii(u1ti
+ zti )− Ii(u2ti

+ zti )‖,

≤ LF‖ u1t − u2t‖B +
M1−βT0

β

β
LF‖ u1t − u2t‖B

+
N2LF M1−βT0

β+1

β
‖ u1t − u2t‖B + N1

m

∑
i=1

Li‖ u1t − u2t‖B,

≤ KT0 [LF +
M1−βT0

β

β
LF +

N2LF M1−βT0
β+1

β
+ N1

m

∑
i=1

Li]‖ u1 − u2‖T0 , (3.43)

it gives that P1 is Lipschitz continuous with Lipschitz constant L = KT0 [LF +
M1−βT0

β

β LF +
N2LF M1−βT0

β+1

β +
N1 ∑m

i=1 Li].
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Let B be an arbitrary subset of S(T0). Since R(t) is equicontinuous resolvent. Therefore, from the as-
sumption (HG) and the strongly continuity of R(t), we have that R(t− s)G(s, xs + ys,

∫ s
0 E(s, τ, xτ + yτ)dτ) is

piecewise equicontinuous. Then, by the Lemma 2.6 we have
χ(P2(B(t)))

≤ χ(
∫ t

0
R(t− s)G(s, Bs + zs,

∫ s

0
E(s, τ, Bτ + zτ)dτ)ds),

≤
∫ t

0
ξ(s) · ( sup

−∞<θ≤0
χ(B(s + θ) + z(s + θ)) + χ(

∫ s

0
E(s, τ, Bτ + zτ)dτ))ds,

≤
∫ t

0
ξ(s) sup

−∞<θ≤0
[χ(B(s + θ) + z(s + θ)) + L0χ(Ω(B(s + θ) + z(s + θ)))]ds,

≤
∫ t

0
ξ(s) sup

0≤τ≤s
(χ(B(τ)) + L0χ(Ω(B(τ))))ds,

≤ χPC(B)[1 + Ω1L0]
∫ t

0
ξ(s)ds, [χ(Ω(B(τ))) ≤ Ω1χ(B(τ))], (3.44)

for every bounded set B ⊂ PC. Where Ω1 is a constant.
Now we can see that for any bounded subset B ∈ PC

χPC(P(B)) = χPC(P1B + P2B),

≤ χPC(P1B) + χPC(P2B),

≤ (L + (1 + L0Ω1)
∫ t

0
ξ(s)ds)χPC(B), (3.45)

from the above inequality we obtain that P is χ-contraction. Hence P has at least one fixed point in B by Darbo
fixed point theorem. Let u be the fixed point of the map Q on S(T0). Thus y = u + z is a mild solution for the
problem (1.1)-(1.3). Therefore this completes the proof of the theorem.

Theorem 3.2. Suppose that (HR), (HF), (HG), (HE), (HI) and (H′) are satisfied and

KT0 [‖ A−β‖C1 +
M1−βT0

β

β
C1 +

N2M1−βT0
β+1

β
C1

+N1

m

∑
i=1

K1
i ] + N1KT0

∫ T0

0
α(s)ds lim

τ→∞
sup

τ + L0 ϕ(τ)
τ

< 1. (3.46)

Then, the impulsive system (1.1)-(1.3) has a mild solution.

Proof. Thus proof of the above theorem is like that of Theorem 3.1, We characterize the operator P as (3.32).
Now, we show that there exist a r > 0 such that Q(Br) ⊂ Br, where Br is a closed and convex ball with center
at the origin and radius r i.e., Br = {u ∈ S(T0) : ‖ u‖T0 ≤ r}. To prove it, we assume that for any r > 0, there
exists ur ∈ Br and tr ∈ [0, T0] such that r < ‖ Qur(tr)‖. For ur ∈ Br and tr ∈ [0, T0], we have

r < ‖ Qur(tr)‖ ≤ N1‖ F(0, φ)‖+ ‖ A−β‖[C1‖ urtr + ztr‖B + C2]

+
∫ tr

0
‖A1−βR(tr − s)‖‖AβF(s, urs + zs)‖ds

+
∫ tr

0
‖A1−βR(tr − s)‖

∫ s

0
‖ f (s− τ)‖ ‖AβF(τ, urτ + zs)‖dτds

+N1

∫ tr

0
‖ G(s, urs + zs,

∫ s

0
E(s, τ, urτ + zs)τ)‖ds

+N1

m

∑
i=1

(K1
i ‖ urt + zt‖B + K2

i ),
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≤ N1‖ A−β‖(C1‖φ‖B + C2) + ‖ A−β‖[C1‖ urtr + ztr‖B + C2]

+
M1−βT0

β

β
(C1‖ urtr + ztr‖B + C2) +

N2M1−βT0
β+1

β
(C1‖ urtr + ztr‖B + C2)

+
∫ tr

0
α(s)Ω(‖ urtr + ztr‖B + ‖

∫ s

0
E(s, τ, urτ + zτ)dτ‖)ds

+N1

m

∑
i=1

(K1
i ‖ urt + zt‖B + K2

i ),

≤ N1‖ A−β‖(C1‖φ‖B + C2) + ‖ A−β‖C2 +
M1−βT0

β

β
C2 +

N2M1−βT0
β+1

β
C2

+N1

m

∑
i=1

K2
i + [‖ A−β‖C1 +

M1−βT0
β

β
C1 +

N2M1−βT0
β+1

β
C1 + N1

m

∑
i=1

K1
i ]

×[(KT0 N1H + MT0)‖ φ‖B + KT0 r] +
∫ tr

0
α(s)Ω((KT0 N1H + MT0)‖ φ‖B

+KT0 r + L0 ϕ((KT0 N1H + MT0)‖ φ‖B + KT0 r))ds,

(3.47)

it gives that

1 < KT0 [‖ A−β‖C1 +
M1−βT0

β

β
C1 +

N2M1−βT0
β+1

β
C1 + N1

m

∑
i=1

K1
i ]

+N1

∫ T0

0
α(s)ds

× lim
r→∞

sup
Ω((KT0 N1H + MT0)‖ φ‖B + KT0 r + L0 ϕ((KT0 N1H + MT0)‖ φ‖B + KT0 r))

r
,

≤ KT0 [‖ A−β‖C1 +
M1−βT0

β

β
C1 +

N2M1−βT0
β+1

β
C1 + N1

m

∑
i=1

K1
i ]

+N1KT0

∫ T0

0
α(s)ds lim

τ→∞
sup

τ + L0 ϕ(τ)
τ

, (3.48)

which is the contradiction of the inequality (3.46). Hence we conclude that QBr ⊂ Br.
As the proof of the Theorem 3.1, we obtain that there exists at least a mild solution for the problem (1.1)-
(1.3).

4 Example

In this section, we consider an example to illustrate the application of the theory. Here we take the space
C0 × L2(h, X) as phase space B(see, [5]).
We consider the following first order neutral integro-differential equation with unbounded delay

d
dt

[x(t, u)−
∫ t

−∞

∫ π

0
B(t− s, ξ, u)x(s, ξ)dξds] =

∂2

∂u2 [x(t, u) +
∫ t

0
f (t− s, u)x(s, u)ds]

+
∫ t

0
a(t, u, s− t)G(x(s, u),

∫ s

0
E(s, τ, xτ)dτ)ds, t ∈ [0, T0], u ∈ [0, π], (4.49)

x(t, 0) = x(t, π) = 0, t ∈ [0, T0], (4.50)

x(τ, u) = φ(τ, u), τ ≤ 0, 0 ≤ u ≤ π, (4.51)

∆x(ti)(u) =
∫ t

−∞
ci(ti − s)x(s, u)ds, (4.52)

where φ ∈ C0 × L2(h, X) and 0 < t1 < t2 < · · · < tm < b are fixed numbers.
The function B, f , a, G, E, ci are satisfied the following conditions:
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(A1) The function B(s, ξ, u), ∂
∂u B are measurable and B(s, ξ, 0) = B(s, ξ, π) = 0. Also

LB = max{(
∫ π

0

∫ 0

−∞

∫ π

0

1
h(s)

(
∂iB(s, ξ, u)

∂ui )dξdsdu)1/2 : i = 0, 1} < ∞; (4.53)

(A2) The operator f (t), t ≥ 0 is bounded and ‖ f (t, u)‖ ≤ N2;

(A3) a(t, u, τ) is continuous function on [0, T0]× [0, π]× (−∞, 0] with
∫ 0
−∞ a(t, u, τ)dτ = n(t, u) < ∞;

(A4) G is a continuous function, satisfying G(x1, x2) ≤ Ω
′
(‖ x1‖+ ‖ x2‖), where Ω

′
(·) is continuous, increas-

ing and positive on [0, ∞);

(A5) The function E(·) is a continuous function, satisfying 0 ≤ E(t, s, u) ≤ ω(‖ u‖), where ω is a positive
increasing continuous function on [0, ∞);

(A6) The functions ci ∈ C([0, ∞); R) and K3
i = (

∫ 0
−∞

(ci(s))2

h(s) ds)1/2 < 0, ∀ i = 1, · · · , m;

Let Ax = x′′, A : D(A) ⊂ X → X is a linear operator with domain

D(A) = {x ∈ X : x′′ ∈ X, x(0) = x(π) = 0}. (4.54)

It is known that A is the infinitesimal generator of an analytic resolvent operator R(t), t ≥ 0. We assume that
the (A1)− (A6) are established.
Now, the system (4.49)-(4.52) can be reformulated as the abstract impulsive Cauchy problem (1.1)-(1.3) giving
by

F(t, y)(u) =
∫ 0

−∞

∫ π

0
B(s, z, u)y(s, z)dzds, (4.55)

G1(t, w, y)(u) =
∫ 0

−∞
a(t, u, τ)G(w(τ, u),

∫ τ

0
y(τ, θ, xθ)dθ)dτ, (4.56)

Ii(y)(u) =
∫ 0

−∞
ci(s)y(s, u)ds. (4.57)

It is easy to see that F(t, ·), G1(t, ·, ·), Ii(i = 1, · · · , m) are bounded linear operators. Applying the Theorem 3.1,
we conclude that the problem (4.49)-(4.52) has at least one mild solution.
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Abstract

In this paper one can see a new method for conversion of number systems. As an application we give an
algorithm of factorization of an integer n with arithmetic complexity O(

√
n ln2 n).
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1 Introduction

Let us first start with a whole number n described in the number system with base p:

n = am,p · · ·1,p a0,p = am,ppm + · · ·+ a1,pp + a0,p (1.1)

where ai,p is the digit at position i. If the least significant number a0,p = 0, then p is a divisor of n.
In this note, we are interested in converting a number in the number system with base p to that with

base p + 2. As a consequence, we are able to design an algorithm for factorizing a number n with arithmetic
complexity O(

√
n ln2 n). Here we use arithmetic complexity models, where cost is measured by the number

of machine instructions performed on a single processor with addition and substraction of m-bit integers that
costs O(m) (see [1]).

2 Conversion

The conversion of a number n in the p base number system to the p + 2 base number system uses Horner’s
scheme ‘illustrated’ as follows :

n = · · ·+ (ap + b)p + c

= · · ·+ (a(p+2) + (−2a + b))p + c

= · · ·+ (a(p+2)p + (−2a + b)p) + c

= · · ·+ (a(p+2)(p+2)− 2a(p+2) + (−2a + b)(p+2) + (−2a + b)(−2)) + c

= · · ·+ (a(p+2)− 2a + (−2a + b))(p+2) + (−2a + b)(−2) + c.

Note that the conversion only employs additions and/or substractions. This idea of conversion is first
announced by Walter Soden (see [2, p. 320]), but expressed in special cases. Knuth [2] also mentions this idea
for numbers, not for digits.

∗Corresponding author.
E-mail addresses: u mnicha@inetia.pl (Janusz Wlodarczyk), dbehloul@yahoo.fr (Djilali Behloul), suisuncheng@gmail.com
(Sui Sun Cheng).
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Lemma 2.1. Let n = am,ppm + · · ·+ a1,pp + a0,p be an integer written in base p. If am,p 6= 0, then m =
[
logp n

]
.

Proof. All the digits ai,p, except am,p, are between 0 and p−1. Hence

pm ≤ n ≤ (p− 1) · pm + · · ·+ (p− 1) · p + (p− 1).

But
(p− 1) · pm + · · ·+ (p− 1) · p + (p− 1) = (pm+1 − 1).

Hence
pm ≤ n ≤ pm+1 − 1 < pm+1.

Taking logp on both sides, we see that

m ≤ logp n < m + 1,

which implies m =
[
logp n

]
.

Lemma 2.2. Let n = ap + b be an integer written in base p. Then n can be written in base p+2 as n = a′(p+2) + b′,
where

1) if b− 2a ≥ 0 then a′ = a and b′ = b− 2a,
2) if b− 2a < 0 and b− 2a + (p + 2) ≥ 0 then a′ = a− 1 and b′ = b− 2a+ p + 2, and
3) if b− 2a + p + 2 < 0, then a′ = a− 2 and b′ = b− 2a+ p + 2 + p + 2.
The arithmetic complexity is at most O(log2 p).

Proof. We have,

n = a(p + 2− 2) + b

= a(p + 2) + (b− 2a).

It is easy to see that b− 2a ≤ b < p + 2.
First case: if b− 2a ≥ 0 then a′ = a and b′ = b− 2a.
Second case: if b− 2a < 0 and b− 2a + (p + 2) ≥ 0 then we substract 1 from the digit a and we add (p + 2)

to the number (b− 2a),
n = (a− 1)(p + 2) + (b− 2a + p + 2).

Then a′ = a− 1 and b′ = b− 2a+ p + 2
Third case: if b− 2a + p + 2 < 0 then we substract 1 from the digit a− 1 and we add (p + 2) to the number

(b− 2a + p + 2), we obtain

n = (a− 2)(p + 2) + (b− 2a + p + 2 + p + 2).

It is easy to see that (b− 2a + p + 2 + p + 2) ≥ 0. Then a′ = a− 2 and b′ = b− 2a+ p + 2 + p + 2.
It is easy to see that the number of additions or substractions manipulating the numbers 1, 2, a, b and p is

9. We have 5 additions, 4 substractions where we consider b− 2a as b− a− a. The lengths of a, b and p are
≤ log2 p, the complexity (i.e., the number of binary arithmetic operations) is then 9 log2 p ∈ O(log2 p).

3 Transformation I

Let n = (a(p + 2) + b)p + c, where 0 ≤ a, b < p + 2 and 0 ≤ c < p. Then n can be written in base p+2 as

n = a′(p+2)2 + b′(p + 2) + c′.

The transformation will be achieved in two steps: transform step and correction step.

Transform step: Write

n = (a(p + 2) + b)p + c

= (a(p + 2) + b)(p + 2− 2) + c

= a(p + 2)2 + (b− 2a)(p + 2) + c− 2b

= A(p + 2)2 + B(p + 2) + C
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where A = a, B = b− 2a and C = c− 2b.
Correction step:
1) If C ≥ 0 then c′ = C.
2) If C < 0 and C + p + 2 ≥ 0 then we substract 1 from B and we add p + 2 to C. Then c′ = C+ p + 2.
3) If C + p + 2 < 0 then we substract 1 from B− 1 and we add p + 2 to C + p + 2. Then c′ = C+ p + 2 +

p + 2.

Now we assume that C is corrected. Then

n = A(p + 2)2 + B̃(p + 2) + c′

where B̃ = B or B− 1 or B− 2.
1) If B̃ ≥ 0 then b′ = B̃ and a′ = A.
2) If B̃ < 0 and B̃ + p + 2 ≥ 0, we substract 1 from A and we add p + 2 to B̃, then b′ = B̃ + p + 2 and

a′ = A− 1.
3) If B̃ + p + 2 < 0, we substract 1 from A− 1 and we add p + 2 to B̃ + p + 2, then b′ = B̃ + p + 2 + p + 2

and a′ = A− 2.

It is easy to see that the number of additions or substractions involving 1, 2, ã, b̃, p and c is 16. We have 8
additions and 8 substractions. The lengths of a, b, c and p are ≤ log2(p + 1). Evaluation of a′, b′, c′ involves
16 log2(p + 1) binary arithmetic operations.

4 Transformation II

Let
∆k = (...((ak(p + 2) + ak−1)(p + 2) + ak−2)(p + 2) + · · ·+ a1)p + a0

where 0 ≤ ai < p + 2 for i = 1, 2..., k and 0 ≤ a0 < p. Then ∆k can be written in base p+2 in the form

∆k = a′k(p+2)k + a′k−1(p + 2)k−1 + · · ·+ a′1(p + 2) + a′0.

Again, this can be done in two steps : transform step and correction step.

Transform step: Write

∆k = (ak(p+2)k−1 + ak−1(p + 2)k−2 + · · ·+ a2(p + 2) + a1)p + a0

= (ak(p+2)k−1 + ak−1(p + 2)k−2 + · · ·+ a2(p + 2) + a1)(p + 2− 2) + a0

= ak(p+2)k + (ak−1 − 2ak)(p + 2)k−1 + · · ·+ (a1 − 2a2)(p + 2) + a0 − 2a1.

Put Ak = ak and Ai−1 = ai−1 − 2ai for i = 1, ..., k, then

∆k = Ak(p+2)k + Ak−1(p + 2)k−1 + · · ·+ A1(p + 2) + A0

Correction step:
1) If A0 ≥ 0 then a′0 = C.
2) If A0 < 0 and A0 + p + 2 ≥ 0, we substract 1 to A1 and we add p + 2 to A0 then a′0 = A0+ p + 2
3) If A0 + p + 2 < 0, we substract 1 to A1− 1 and we add p + 2 to A0 + p + 2 then a′0 = A0+ p + 2 + p + 2.
Now we assume that Ai is corrected, inductively, we will correct Ai+1:

∆k = Ak(p+2)k + · · ·+ Ai+2(p+2)i+2 + Ãi+1(p + 2)i+1 + a′i(p + 2)i + · · ·+ a′0

where Ãi+1 = Ai+1 or Ai+1 − 1 or Ai+1 − 2.
1) If Ãi+1 ≥ 0 then a′i+1 = Ãi+1.
2) If Ãi+1 < 0 and Ãi+1 + p + 2 ≥ 0, we substract 1 from Ai+2 and we add p + 2 to Ãi+1, then a′i+1 = Ãi+1+

p + 2.
3) If Ãi+1 + p + 2 < 0, we substract 1 from Ai+2 − 1 and we add p + 2 to Ãi+1 + p + 2, then a′i+1 = Ãi+1+

p + 2 + p + 2.
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Number of operations :
1) The transform step needs 2k substractions
2) Correction step needs at most 4 additions, 2 substractions to correct A0; 4 additions, 2 substractions to

correct Ã1; 4 additions and 2 substractions to correct Ãk−1.
In total we need 2k + 6k = 8k operations.
The lengths of ai and p are ≤ log2(p + 1). Evaluation of a′i, i = 0, .., k, involves at most 8k log2(p + 1)

binary arithmetic operations.

Theorem 4.1. Let n = am,ppm + · · ·+ a1,pp + a0,p be an integer written in base p. Then we can write n in the base

p + 2 in a systematic manner, as n = a′m′ ,p+2(p + 2)m′ + · · · + a′1,p+2(p + 2) + a′0,p+2 where m′ =
[
logp+2 n

]
.

Furthermore, the arithmetic complexity is at most O

(
log2

2 n
log2 p

)
.

Proof. The numbers a′i,p+2 are determined by the Lemma 2.2, Transforms I and II described above (and is
implemented in the conversion algorithm below). The total number T(n, p) of operations is given by:

T(n, p) = 9 log2 p + 16 log2(p + 1) + ... + 8k log2(p + 1) + ... + 8m log2(p + 1)

= 9 log2 p + 8(2 + 3 + ... + m) log2(p + 1)

= 9 log2 p + 8 log2(p + 1)
(

m(m + 1)
2

− 1
)

= O(m2 log2 p).

But m =
[
logp n

]
and log2

p n log2 p =
log2

2 n
log2 p

, hence the complexity is O(log2
2 n/ log2 p).

We may now summarize our previous discussions by means of the following
Conversion Algorithm:
INPUT: number n = am,p . . . a1,pa0,p in the number system with base p.
OUTPUT: number n in the number system with base p + 2 expressed in the form n = am,p+2 . . . a1,p+2a0,p+2.

1. for i = 0 to m step 1 {ai ← ai,p} end for;

2. for k = m− 1 to 0 step −1

3. borrow index b← 0

4. for i = k to m step 1 {am+1 ← 0; ai ← ai − 2ai+1 − b; b← 0;}

5. if ( ai < 0 ) { b← b + 1; ai ← ai + p + 2; }

6. if ( ai < 0 ) { b← b + 1; ai ← ai + p + 2;}

7. end for

8. end for

9. m←
[
logp+2 n

]
which is the actual number of digits n;

10. for i = 0 to m step 1 {ai,p+2 ← ai} end for;

We remark that at the end of our algorithm, we correct the length of our number and the output number
often has less digits. Thanks to lemma 2.1, the number of digits is related to the roots of the number n : when
the current base p is greater than k

√
n, then ln p > ln k

√
n which implies logp n < k, we have only k digits at

most.
There are now numerous conversion algorithms, the present one has one interesting consequence.
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5 Factorization

Factorization Algorithm:
INPUT: positive number n = am,2 · · · a1,2a0,2.
OUTPUT: table of divisors of the number n.

1. while ( a0,2 = 0 ) { delete the least significant digit; table.insert(2) } end while;

2. n← the actual number n in which the least significant digit > 0;

3. conversion n into tertiary number n = am,3 . . . a1,3a0,3 the base of system p← 3;

4. while ( a0,3 = 0 ) { delete the least significant digit; table.insert(3) } end while;

5. n← the actual number n in which the least significant digit > 0;

6. while number of digits of number n > 1

7. convert the number n = am,p . . . a1,pa0,p into a number in the number system with base p + 2 with the
form n = am,p+2 . . . a1,p+2a0,p+2 by means of the algorithm given by Theorem 4.1;

8. while ( a0,p+2 = 0 ),{delete the least significant digit;table.insert(p + 2)} end while;

9. n← the actual number n in which the least significant digit > 0;

10. if (p + 2)2 > n then {table.insert(n); exit;}

11. p← p + 2;

12. end while;

Theorem 5.2. The complexity of the factorization algorithm is O(
√

n ln2 n)

Proof. In the above algorithm, we look for divisors by checking the least significant number. We delete zeros
if necessary and call the conversion algorithm repeatedly. This algorithm starts with the base p = 3 and
terminates when the base p is greater than

√
n.

The total number T(n) of operations is given by

T(n) = O

(
log2

2 n
log2 3

)
+ O

(
log2

2 n
log2 5

)
+ · · ·+ O

(
log2

2 n
log2
√

n

)

≤
√

n
2

O

(
log2

2 n
log2 3

)
= O(

√
n ln2 n).

As an example, we factorize the number 2525. It is even and in the number system with base 3, it has the
form 1011 01123. The least significant number 3 is not equal to 0. Let us start converting it as a number in the
number system with base 5 :
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base 3: 1 0 1 1 0 1 1 2
1 0
1 -2

correct 0 3 1
3 -5

correct 2 0 1
2 -4 1

correct 1 1 1 0
1 -1 -1 -2

correct 0 3 3 3 1
3 -3 -3 -5

correct 2 1 1 0 1
2 -3 -1 -2 1

correct 1 1 3 3 1 2
1 -1 1 -3 -5 0

base 5: 4 0 1 0 0

The number in the number system with base 5 has the form 401005. The least significant digit is 0, so there
exists a divisor which is equal to the base 5. After removing the least significant digit, the resulting number
also has the digit 0 as its least significant digit. Hence, we have 2 divisors 5 and 52. Then the divisor 5 can be
placed on a stack twice. Removing the least significant digit again, we have 4015. Repeating the conversion
procedure, we have

base 5: 4 0 1
4 0
4 -8

correct 2 6 1
2 2 -11

base 7: 2 0 3

Continuing, we have
base 7: 2 0 3

2 0
2 -4

correct 1 5 3
2 3 -7

base 9: 1 2 2

We continue with the number 1229:

base 9: 1 2 2
1 2
1 0 2
1 -2 2

base 11: 9 2

We can stop the algorithm now, because 9211 < 10011. The number 2525 does not have any more divisors.
The last is 9 · 11 + 2 = 101 in decimal system. After placing the divisor 101 on our stack, we see that all
divisors can be obtained from our stack which contains 5, 5, 101.
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Abstract

Covering is a common type of data structure and covering-based rough set theory is an efficient tool to
process this type of data. Lattice is an important algebraic structure and used extensively in investigating some
types of generalized rough sets. This paper presents the lattice based on covering rough approximations and
lattice for covering numbers. An important result is investigated to illustrate the paper.
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1 Introduction

Theory of rough sets was introduced by Z. Pawlak [7], assumed that sets are chosen from a universe U,
but that elements of U can be specified only upto an indiscernibility equivalence relation E on U. If a subset
X ⊆ U contains an element indiscernible from some elements not in X, then X is rough. Also a rough set X is
described by two approximations. Basically, in rough set theory, it is assume that our knowledge is restricted
by an indiscernibility relation. An indiscernibility relation is an equivalence relation E such that two elements
of an universe of discourse U are E-equivalent if we can not distinguish these two elements by their proper-
ties known by us. By the means of an indiscernibility relation E, we can partition the elements of U into three
disjoint classes respect to any set X ⊆ U, defined as follows:

• The elements which are certainly in X. These are elements x ∈ U whose E-class x/E is included in X.

• The elements which certainly are not in X. These are elements x ∈ U such that their E-class x/E is
included in Xco, which is the complement of X

• The elements which are possibly belongs to X. These are elements whose E-class intersects with both X
and Xco. In other words, x/E is not included in X nor in Xco.

From this observation, Pawlak [7] defined lower approximation set X ↓ of X to be the set of those elements
x ∈ U whose E-class is included in X, i.e, X ↓= {x ∈ U : x/E ⊆ X} and for the upper approximation set
X ↑ of X consists of elements x ∈ U whose E-class intersect with X, i.e, X ↑= {x ∈ U : x/E ∩ X 6= ∅}. The
difference between X ↓ and X ↑ is treated as the actual area of uncertainty.
Covering-based rough set theory ([17], [19]) is a generalization of rough set theory. The structure of covering-
based rough sets ([18],[19],[20]) have been a interested field of study. The classical rough set theory is based
on equivalence relations. An equivalence relation corresponds to a partition, while a covering is an extension
of a partition. This paper focuses on establishing algebraic structure of covering-based rough sets through
down-sets and up-sets. Firstly, we connect posets with covering-based rough sets, then covering-based rough
sets can be investigated in posets. Down-sets and up-sets are defined in the poset environment. In order to
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achieve this goal, many theories and methods have been proposed, for example, fuzzy set theory ([4], [16]),
computing with words ([9], [15]), rough set theory ([5], [14]) and granular computing ([1], [3], [11], [13]). From
the structures of these theories, two structures are mainly used, that is, algebraic structure ([2], [10],[12]) and
topological structure [17]. This paper focuses on establish the algebraic structures of covering-based rough
lattice through down sets, up sets and lattice for covering numbers.

2 Preliminaries

In this section, we present some definition and fundamental concept on covering lattice.

Definition 2.1. Let U be a domain of discourse, and C be a family of subsets of U. If none of subsets in C is empty and
∪C = U, then C is called a covering of U. We call (U, C) the covering approximation space and the covering C is called
the family of approximation sets. It is clear that a partition of U is certainly a covering of U, so the concept of a covering
is an extension of a partition.
Let (U, C) be an approximation space and x be any element of U. then the family. Mind(x) = { K ∈ C : x ∈ K ∧ (∀S ∈
C ∧ x ∈ S ∧ S ⊆ K ⇒ K = S)} is called the minimal description of the object x. In order to describe an object we need
only the essential characteristics related to this object. This is the purpose of the minimal description concept.

Definition 2.2. A relation R on a set P is called a partial order if R is reflexive, antisymmetric, and transitive. If R is a
partial order on P, then (P, R) is called a poset.

Definition 2.3. An upper semi-lattice is a poset (P, R) in which every subset {a, b} has a least upper bound a ∨ b. A
lower semi-lattice is a poset (P, R) in which every subset {a, b} has a greatest lower bound a ∧ b. The upper semi-lattice
and the lower semi-lattice are also called semi-lattices.

Definition 2.4. [8] The lattice as a poset will be denoted by (L,≤), and the lattice as an algebra by (L,∧,∨).We write
simply L to denote the lattice in both senses. A poset (L,≤) is a lattice if sup{a, b} and in f {a, b} exist for all a, b ∈ L.

Definition 2.5. Let C be a covering of domain U and K ∈ C. If K is a union of some sets in C − {K}, we say K is
reducible in C, otherwise K is irreducible.

Definition 2.6. (Down-set and Up-set) Let (P,≺) be a poset. For all A ⊆ P, one can define ↓ A = {x ∈ P : ∃a ∈
A, x ≺ a},
↑ A = {x ∈ P : ∃a ∈ A, a ≺ x}. ↓ A is called a down-set of A on the poset (P,≺); ↑ A is called an up-set A on the
poset (P,≺). When there is no confusion, we say ↓ A is a down-set of A, and ↑ A an up-set of A.

Let (U, C) be a covering approximation space and N(x) = {K ∈ C : x ∈ K} neighborhood of point x for
each x ∈ U. There are six types of covering approximation operations that are defined as follows: for X ⊆ U,

• X ↓C1= ∪{K : K ∈ C ∧ K ⊆ X}; X ↑C1= ∪{K : K ∈ C ∧ K ∩ X 6= ∅};

• X ↓C2= ∪{K : K ∈ C ∧ K ⊆ X}; X ↑C2= U − (U − X) ↑C2 ;

• X ↓C3= {x ∈ U : N(x) ⊆ X}; X ↑C3= {x ∈ U : N(x) ∩ X 6= ∅};

• X ↓C4= {x ∈ U : ∃a(a ∈ N(x) ∧ N(a) ⊆ X)}; X ↑C4= {x ∈ U : ∀a(a ∈ N(x) → N(a) ∩ X 6= ∅ )};

• X ↓C5= {x ∈ U : ∀a(a ∈ N(a) → N(a) ⊆ X )}; X ↑C5= ∪{N(x) : x ∈ U ∧ N(x) ∩ X 6= ∅};

• X ↓C6= {x ∈ U : ∀a(a ∈ N(a) → a ∈ X )}; X ↑C6= ∪{N(x) : x ∈ X}. We call X ↓Cn the covering lower
approximation operation and X ↑Cn the covering upper approximation operation (n = 1, 2, 3, 4, 5, 6).

3 Rough set approximations based on covering

Let Xco be the complement of X in U, Xco = U − X. Let (U, C) be a covering approximation space. For
any subset, X ⊆ U, the covering lower approximation of X be defined by X ↓=

⋃
C ↓ (X) and the covering

upper approximation of X be defined by X ↑= ∩{K : K ⊆ Xco and K ∈ C}. The set X is called new type
covering based rough when X ↓6= X ↑, otherwise X is called an exact set. The boundary of X denoted by
BNC(X) = X ↑ −X ↓ is called as the boundary region of X of the new type covering C. With this concept, we
construct the following proposition as:
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Proposition 3.1. X ↓= X if and only if X is the union of some elements of C and also X ↑= X if and only if Xco is the
union of some elements of C.

Proposition 3.2. Let C be a covering of a universe U. If K is a reducible element of C, C− {K} is still a covering of U.

Proposition 3.3. Let C be a covering of a universe U, K ∈ C, K is a reducible element of C, and K1 ∈ C − {K}, then
K1 is a reducible element of C if and only if it is a reducible element of C − {K}.

3.1 Lattice based on covering rough approximation

Definition 3.7. Let C be a covering of U. We define LC = {X ⊆ U : C6 ↓ (X) = X}. LC is called the fixed point set
of neighborhoods induced by C. We omit the subscript C when there is no confusion.

Theorem 3.1. (L,⊆) is a lattice, where X ∨Y = X ∪Y and X ∧Y = X ∩Y for any X, Y ∈ L.

Proof. For any X, Y ∈ L, if X ∪Y 6∈ L, then there exists x ∈ X ∪Y such that N(x) 6⊆ X ∪Y. Since x ∈ X ∪Y,⇒
x ∈ X or x ∈ Y. Hence N(x) 6⊆ X or N(x) 6⊆ Y , which is contradictory with X, Y ∈ L. Therefore, X ∪ Y ∈ L.
For any X, Y ∈ L, if X ∩ Y 6 ∈ L, then there exists y ∈ X ∩ Y such that N(x) 6⊆ X ∩ Y. Since x ∈ X ∩ Y, x ∈ X
and x ∈ Y. Hence there exist three cases as follows:
(1) N(y) 6⊆ X and N(y) 6⊆ Y ,
(2) N(y) 6⊆ X and N(y) ⊆ Y ,
(3) N(y) ⊆ X and N(y) 6⊆ Y. But these three cases are all contradictory with X, Y ∈ L. Therefore, X ∩ Y ∈ L.
Thus (L,⊆) is a lattice. ∅ and U are the least and greatest elements of (L,⊆). In fact, (L,∩,∪) is defined from
the viewpoint of algebra and (L,⊆) is defined from the viewpoint of partially ordered set. Both of them are
lattices. Therefore, we no longer differentiate (L,∩,∪) and (L,⊆), and both of them are called lattice L.

Proposition 3.4. Let C be a covering of U. For all a ∈ U, N(a) ∈ L.

Proof. For any b ∈ N(a), N(b) ⊆ N(a), which implies b ∈ c : N(c) ⊆ N(a) = C6 ↓ (N(a)). Hence N(a) ⊆ C6 ↓
(N(a)). According to last definition of approximation C6 ↓ (N(a)) ⊆ N(a). Thus C6 ↓ (N(a)) = N(a), i.e.,
N(a) ∈ L.

Theorem 3.2. Let C be a covering of U, then L is a complete distributive lattice.

Proof. For any D ⊆ L, we need to prove that ∩ D ∈ L and ∪D ∈ L. If ∩D 6∈ L, then there exists y ∈ ∩ D
such that N(y) 6⊆ ∩ D, i.e., there are two index sets I, J ⊆ {1, 2, ..., |D|} with I ∩ J = ∅ and |I ∪ J| = |D|
such that N(y) 6⊆ Xi and N(y) ⊆ Xj for any i ∈ I, j ∈ J, where Xi, Xj ∈ D. This is contradictory with
Xi(i ∈ I), Xj(j ∈ J) ∈ L. Hence ∩D ∈ L. If ∪D 6∈ L, then there exists x ∈ ∪ D such that N(x) 6⊆ ∪D, i.e.,
there exists X ∈ D such that x ∈ Xand N(x) 6⊆ X, which is contradictory with X ∈ L. Hence ∪D ∈ L. Again
for any X, Y, Z ∈ L, X, Y, Z ⊆ U. It is straightforward that X ∪ (Y ∩ Z) = (X ∪ Y) ∩ (X ∪ Z), X ∩ (Y ∪ Z) =
(X ∩Y) ∪ (X ∩ Z). Hence L is a distributive lattice.

Theorem 3.3. If {N(x) : x ∈ U} is a partition of U, then L is a Boolean lattice.

Proof. According to Theorem 3.6, L is a distributive lattice. Moreover, L is a bounded lattice. Therefore, we
need to prove only that L is a complemented lattice. In other words, we need to prove that Xco ∈ L for any
X ∈ L. If Xco 6∈ L, i.e., ∪x∈Xco N(x) 6= Xco, then there exists y ∈ ∪x∈Xco N(x) such that y 6∈ Xco. Since
y ∈ ∪x∈Xco N(x), then there exists z ∈ Xco such that y ∈ N(z). Since {N(x) : x ∈ U} is a partition of
U, z ∈ N(y). Therefore, N(y) 6⊆ X, i.e., ∪x∈X N(x) 6= X, which is contradictory with X ∈ L. Hence, Xco ∈ L
for any X ∈ L, i.e., L is a complemented lattice. Consequently, L is a Boolean lattice.

4 Covering numbers

Various techniques have been proposed to characterize rough sets ( [2], [3], [5]). Similarly, we establish
some measurements to describe covering- based rough sets quantitatively.
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4.1 Definitions and Properties of Covering Numbers

The upper covering number of a subset of a domain is the minimal number of some elements in a covering
which can cover the subset. The lower covering number of a subset is the maximal number of some elements
in a covering which can be included in the subset.

Definition 4.1. Let C be a covering of U. For all X ⊆ U, we define

• N ↑C (X) = min{|B| : (X ⊆ ∪B) ∧ (B ⊆ C)}.

• N ↓C (X) = |{K ∈ C|K ⊆ X}|.

N ↑C (X) and N ↓C (X) are called the upper and lower covering numbers of X with respect to C. When there is no
confusion, N ↑C (X) is denoted simply by N ↑ (X), and N ↓C (X) by N ↓ (X).

Example-1: Let U = {a, b, c, d}, D1 = {a, b}, D2 = {a, c}, D3 = {b, c}, D4 = {d}, C = {D1, D2, D3, D4}, X =
{a, d}, Y = {a, b, c}. Then B1 = {D1, D4}, B2 = {D2, D4}, B3 = {D1, D2, D4}, B4 = {D1, D3, D4}, B5 =
{D2, D3, D4}, and B6 = {D1, D2, D3, D4} are also coverings of X; in other words, X ⊆ ∪Bi for i ∈ {1, 2, 3, 4, 5, 6}.
So N ↑ (X) = min{|Bi| : 1 ≤ i ≤ 6} = 2 . N ↓ (X) = |{K ∈ C|K ⊆ X}| = |{K4}| = 1. Similarly, N ↑ (Y) = 2
and N ↓ (Y) = 3. In particular, N ↑ ∅ = 0 since, {∅} ⊆ ∪{∅} and {∅} ⊆ C. The result makes the concept of
the covering numbers more reasonable.

Lemma 4.1. Let C be a covering of U. For all K ∈ C, N ↑ (K) = 1.

Lemma 4.2. Let C be a covering of U. For all x ∈ U, N ↑ ({x}) = 1.

5 Lattice for covering numbers

Lattices are important algebraical structures, and have a variety of applications in the real world. This
subsection establishes a lattice structure and two semi- lattices in covering-based rough sets with covering
numbers.

Definition 5.1. Let C be a covering of U. For all X, Y ⊆ U, if X ⊆ Y and N ↑ (X) = N ↑ (Y), we call Y an upper-set
of X, and X a lower-set of Y . The family of all upper-sets and the family of all lower-sets are semi-lattices.

Proposition 5.1. Let C be a covering of U. For all X ⊆ U, we call DX , D
′
Xthe family of all upper-sets, lower-sets of X,

respectively, i.e., DX = {Y ⊆ U : (X ⊆ Y) ∧ (N ↑ (X) = N ↑ (Y))}, D
′
X = {Y ⊆ U : (Y ⊆ X) ∧ (N ↑ (X) = N ↑

(Y))}. Then (DX ,∩), and (D
′
X ,∪) are semi-lattices.

Proof. In fact, we only need to prove Y1 ∩ Y2 ∈ DX for all Y1, Y2 ∈ D , and Y1 ∪ Y2 ∈ D
′
X for all Y1, Y2 ∈ D

′
X .

For all Y1, Y2 ∈ D, N ↑ (Y1) = N ↑ (X), X ⊆ Y1 and N ↑ (Y2) = N ↑ (X), X ⊆ Y2. So X ⊆ Y1 ∩ Y2 ⊆ Y1. Thus
N ↑ (X) ≤ N ↑ (Y1 ∩ Y2) ≤ N ↑ (Y1) = N ↑ (X), that is, N ↑ (Y1 ∩ Y2) = N ↑ (X). Therefore, Y1 ∩ Y2 ∈ D .
Similarly, we can prove Y1 ∪Y2 ∈ D

′
X for all Y1, Y2 ∈ D

′
X .

Definition 5.2. Let C be a covering of U and |C| = n. For X ⊆ U, if N ↓ (X) + N ↓ (Xco) = n, we call X
a detached-set of U with respect to C. With the detached-set, a covering is divided into two smaller coverings of two
smaller domains. Moreover, the concept of the detached-set leads to a lattice structure.

Proposition 5.2. Let C be a covering of U and |C| = n. D is denoted as the family of all detached-sets of U, i.e.,
D = {X ⊆ U : N ↓ (X) + N ↓ (Xco) = n}. Then (D,

⋃
,
⋂

) is a lattice.

Proof. For all X, Y ∈ D, N ↓ (X) + N ↓ (Xco) = n, N ↓ (Y) + N ↓ (Yco) = n. 2n = (N ↓ (X) + N ↓
(Xco)) + (N ↓ (Y) + N ↓ (Yco)) ≤ (N ↓ (X

⋃
Y) + N ↓ (X

⋂
Y)) + (N ↓ (Xco ⋃

Yc)) + N ↓ (Xco ⋂
Yco) =

[N ↓ (X
⋃

Y) + N ↓ ((X
⋃

Y)co)] + [N ↓ (X
⋂

Y) + N ↓ ((X
⋂

Y)co)]. N ↓ (X
⋃

Y) + N ↓ ((X
⋃

Y)co) = n
and N ↓ (X

⋂
Y) + N ↓ ((X

⋂
Y)co) since N ↓ (X) + N ↓ (Xco) ≤ n for all X ⊆ U. Thus X

⋃
Y ∈ D and

X
⋂

Y ∈ D.
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Proposition 5.3. The covering lower and upper approximations have the following properties:
(1) X ↓C⊆ X ↑C
(2) ∅ ↓C= ∅ ↑C= ∅ and U ↓C= U ↑C= U
(3) (X ∩Y) ↓C= X ↓C ∩Y ↓C and (X ∪Y) ↑C= X ↑C ∪Y ↑C
(4) (X ↓C) ↓C= X ↓C and (X ↑C) ↑C
(5) If X ⊆ Y then X ↓C⊆ Y ↓C and X ↑C⊆ Y ↑C
(6) X ↑C=∼ (∼ X) ↓C.

6 Conclusion

In this paper, we investigated some fundamental issues of approximation in the context of rough set theory
based on covering based rough set approximation. Lattice based on covering rough approximation and lattice
for covering numbers are also introduced. Our discussion is based on the notion of lattice that represents the
relationships between elements of a universe with neighborhood system. Furthermore one can find the lattice
for successive rough approximation and stratified rough approximation based on covering system.

References

[1] Bargiela, A., Pedrycz, W .: Granular Computing: An Introduction, Kluwer Academic Publishers, Boston,
180, 2002.

[2] Comer, S .: An algebraic approach to the approximation of information, Fundamenta Informaticae, 14(1991),
492-502.

[3] Lin, T.Y .: Granular computing - structures, representations, and applications, In: LNAI, 2639(2003), 16 -
24.

[4] Liu, G., Sai, Y .: Invertible approximation operators of generalized rough sets and fuzzy rough sets,
Information Sciences, 180(2010), 2221-2229.

[5] Pawlak, Z.: Rough sets: A new approach to vagueness. In: L.A. Zadeh and J. Kacprzyk, Eds. Fuzzy Logic
for the Management of Uncertainty, New York, John Wiley and Sons, 105-118, 1992.

[6] Pawlak, Z .: Rough sets : Theoretical aspects of reasoning about data, Kluwer Academic Publishers, Boston,
1991.

[7] Pawlak, Z., Some issues on rough sets, Transactions on Rough Set, I, Journal Subline, Lecture Notes in Com-
puter Science, 3100(2004), 1-58.

[8] Rana, D., Roy, S. K .: Rough Set Approach on Lattice, Journal of Uncertain Systems, 5(1)(2011), 72-80.

[9] Wang, F.Y .: Outline of a computational theory for linguistic dynamical systems: Toward computing with
words, International Journal of Intelligent Control and Systems, 2(1998), 211-224.

[10] Yao, Y .: Algebraic approach to rough sets, Bull. Polish Acad. Sci. Math, 35(1987), 673 - 683.

[11] Yao, Y .: A partition model of granular computing, LNCS, 3100(2004), 232 - 253.

[12] Yao, Y .: Constructive and algebraic methods of theory of rough sets, Information Sciences, 109, 21-47,
1998.

[13] Yao, Y .: Granular computing: basic issues and possible solutions, In: Proceedings of the 5th Joint Conference
on Information Sciences, 1(2000), 186 - 189.

[14] Yao, Y .: Three-way decisions with probabilistic rough sets, Information Science, 180(2010), 341-353.

[15] Zadeh, L. A .: Fuzzy Logic = computing with words, IEEE Transactions on Fuzzy Systems, 4(1996), 103-111.

[16] Zadeh, L. A .: Fuzzy Sets, Information and Control, 8(1965), 338-353.



Dipankar Rana et al. / Lattice for covering... 227

[17] Zhu, W.: Topological Approaches to Covering Rough Sets, Information Sciences, 177(2007), 1499-1508.

[18] Zhu, W.: Relationship among Basic Concepts in Covering-based Rough Sets, Information Sciences,
179(14)(2007), 2478-2486.

[19] Zhu, W.: Basic Concepts in Covering-Based Rough Sets, in ICNC’07, Haikou, China, 24-27 August, 2007, 5,
283-286, 2007.

[20] Zhu, W., Wang, F.Y.: On Three Types of Covering Rough Sets, IEEE Transactions On Knowledge and Data
Engineering, 19(8)(2007), 1131-1144.

Received: October 19, 2012; Accepted: April 14, 2014

UNIVERSITY PRESS

Website: http://www.malayajournal.org/



Malaya J. Mat. 2(3)(2014) 228–235

An improved proxy blind signature scheme based on ECDLP

Manoj Kumar Chande∗

Shri Shankaracharya Institute Of Professional Management & Technology, Raipur, 492015, Chhattisgarh, India.

Abstract

In a proxy blind signature scheme, there is an integration of the properties as well as advantages of both
signature schemes namely proxy signature and blind signature. The concept of this signature scheme with
a salient feature that, it allows a designated person say proxy signer to sign on behalf of original signer,
in such a way that he/she neither has any idea about the content of the message, nor he/she can make
a linkage between the signature and the identity of the requester. Therefore, it is very suitable and easily
adoptable for electronic commerce, e-cash applications. Recently, Pradhan and Mohapatra et al.’s claims that
their proposed signature scheme satisfies all the properties mandatory for a proxy blind signature scheme.
Unfortunately, their scheme fails to fulfil the unlinkability property. To overcome with this weakness, an
improved proxy blind signature scheme is presented with the same intractable problem ECDLP. The analysis
shows that the new scheme resolves the problem in the former scheme and meets all the aspects of security
features needed by proxy blind signature scheme. The analytic results prove that the new scheme is more
secure and practicable.

Keywords: Digital Signature, Discrete Logarithm Problem, Forward Security, Proxy Blind Signature.
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1 Introduction

David Chaum [1], presented the concept of blind signature in 1983, which allows the signature requester
to have a given message signed by the signer without revealing any information about the message or its
signature. Firstly, in the year 1996, Mambo [2, 3], introduced the concept of proxy signatures and proposed
several constructions. It allows an original signer to delegate his signing power to a designated person, called
the proxy signer, who has the power to act on behalf of the original signer. Proxy blind signature is an impor-
tant extension of basic proxy signature; it can be widely used in many practical applications.

The first proxy blind signature scheme was introduced by Lin and Jan [4]. Later, there are two new schemes
have been proposed, one is Tan’s scheme [5], using schnorr’s blind signature scheme based on discrete loga-
rithm problem (DLP) and elliptic curve discrete logarithm problem (ECDLP) respectively. The other one is Lal
et al.’s scheme [6], which is based on Mambo [2, 3], proxy signature scheme. Afterwards, Wang and Wang [7],
proposed a proxy blind signature scheme based on ECDLP in 2005. However, Yang and Yu [8], proved that
Wang and Wang’s scheme did not meet the security properties and proposed an improved proxy blind signa-
ture scheme in 2008, but their scheme does not satisfy the unforgeabilty property. The proxy blind signature
scheme focuses on both privacy and authentication, it should meet the following security properties -

Distinguishability: The normal signature made by the original signer, and the proxy blind signature
made by the proxy signer both are distinguishable.

Identifiability: Anybody can confirm the identities of the original signer and the proxy signer.

∗E-mail addresses: manojkumarchande@gmail.com (Manoj Kumar Chande) .
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Prevention of misuse: The proxy key pair should be used only for creating a proxy signature, which
conforms to delegation information.

Nonrepudiation: The original signer and the proxy signer both cannot later falsely claim that they have
not performed the signing procedures.

Unforgeability: No one, other than the proxy signer, can produce a valid proxy blind signature.

Unlinkability: The proxy signer or the original signer unable to link the relevance between the blinded
message he signed and the revealed signature.

Verifiability: Any arbitrary verifier can be able to verify the proxy blind signature correctly.

Recently, Pradhan and Mohapatra [9], also proposed a new proxy blind signature scheme based on ECDLP.
They claim that their scheme is secure and satisfy all the required properties. Unfortunately, their scheme
cannot hold the unlinkability property. In this paper the scheme of Pradhan and Mohapatra [9], is improved
in such a way, that the presented signature scheme fulfill the unlinkability property.

2 Preliminaries

2.1 Elliptic curve cryptography

The modern-day elliptic curve cryptography (ECC) begins with Koblitz [10] and Miller [11], they provide
attractive alternative cryptosystem independently, because its security is based on ECDLP, and it is more
efficient as compared with the traditional exponential cryptosystem like RSA [12] and ElGamal [13]. ECC
operates over a group of points on an elliptic curve and offers a level of security comparable to classical
cryptosystems that uses much larger key’s. ECC offers the same security level with a shorter key’s [14].
Therefore, the applications that use ECC for such devices will require fewer processor loops, less memory
size, smaller key lengths, and less power consumption when compared with the applications using other
public key cryptosystem algorithms. With growing potential in e-commerce, ECC systems will be considered
to be an important alternative solution to ensure robust security.

2.2 Elliptic curve over finite galois field Fq

Let q ≥ 3 be any prime number and a, b ∈ Fq, such that 4a3 + 27b2 6= 0 in Fq, this condition ensures that
the defined elliptic curve has no multiple roots of unity. An elliptic curve E(Fq), defined by the parameters a
and b is the set of all solutions (x, y) ∈ Fq, to the equation y2 = x3 + ax + b. These points (x, y) together with
an extra point at infinity, form an abelian group.

2.3 Addition law for points on elliptic curve

1. Point of identity - The point O is said to be the point of identity if,

P + O = O + P = P, ∀ P ∈ E(Fq).

2. Negation of a point - Let a point P(x, y) ∈ E(Fq), then any point with coordinate values (x,−y) is said
to be negation of P. The negation of point P is denoted by −P. This is because, their sum gives identity
element, particularly (x, y) + (x,−y) = O.

3. Addition of points - Let P(x1, y1), Q(x2, y2) ∈ E(Fq), then P + Q = R ∈ E(Fq) and coordinate (x3, y3) of
R is given by

x3 = λ2 − x1 − x2

y3 = λ(x1 − x3)− y1,

where λ =
y2 − y1

x2 − x1
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4. Doubling of point - Let us take a point P(x1, y1) ∈ E(Fq), where P 6= −P, then P + P = 2P = (x3, y3),
and coordinate values (x3, y3) are obtained as follows

x3 = (
3x2

1 + a
2y1

)2 − 2x1

y3 = (
3x2

1 + a
2y1

)(x1 − x3)− y1 .

2.4 Elliptic curve discrete logarithm problem (ECDLP)

The security of elliptic curve cryptosystem relies on the intractability of ECDLP. Let us consider an elliptic
curve E(Fq) over a finite field and a point P of order n. For an element Q (Q 6= P), the problem is to find an
integer d such that Q = dP, where 1≤ d ≤ n− 1. The number d = logPQ, is called the discrete logarithm of Q
to the base P.

3 Review of Pradhan and Mohaptra’s proxy blind signature scheme

In this section, Pradhan and Mohapatra’s [9], efficient proxy blind signature scheme based on ECDLP
given in detail. The proposed scheme is divided into five phases: (1) System parameters, (2) Proxy delegation,
(3) Blind signing, (4) Signature extraction and (5) Signature verification.

(1) System Parameters and Notations

Uo – Original Signer
Up – Proxy Signer
Ur – Signature Requester
B – Base Point

h(.) – Hash Function
xo – Private key of Original Signer
yo – Public key of Original Signer, yo = xoB
xp – Private key of proxy signer
yp – Public key of proxy signer, yp = xpB
mw – Warrant, contains the identity’s information of the original signer and

the proxy signer, validation periods of delegation, limits of authority.

(2) Proxy Delegation

The proxy signing key pair (Spr, ypr) is generated as follows:

• Original Signer Uo, randomly chooses ko, where (1 < ko < n) and computes

Ro = koB = (xRo , yRo )

ro = xRo mod n

so = xo + koh(mw‖ro) mod n

• Now Uo, sends (Ro, so, mw) to the proxy signer Up, through a secure channel.

• Then Up checks,
soB = Roh(mw‖ro) + yo

If it is correct, Up accepts it, and computes the proxy signer’s secret key

Spr = xp + so

and the corresponding proxy public key is

ypr = yo + yp + Roh(mw‖ro) = BSpr
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(3) Blind Signing

• Proxy signer Up, select a number kp randomly, such that 1 < kp < n and compute

Rp = kpB = (xRp , yRp )

rp = (Rp)x

and then send (Ro, Rp, mw), to signature requester Ur.

• Signature requester Ur randomly select three numbers a, b, c and compute

r = Rp + bB− ypr(a + c) mod n

provided r 6= 0, otherwise select a, b, c again. Now signature requester Ur computes

e∗ = h(r‖m)

e = e∗ − c− a (3.1)

and sends e to the proxy signer Up.

• After receiving e, Up computes
S′ = eSpr + kp

and send S′ to receiver.

(4) Signature Extraction

After receiving S′, the receiver Ur computes

S = S′ + b (3.2)

Finally, the proxy blind signature of the message m is (mw, ro, m, e∗, S).

(5) Signature Verification

The recipient of proxy blind signature verifies (mw, ro, m, e∗, S), by checking

e∗ = h((SB− e∗ypr)‖m) (3.3)

if it is true, then the proxy blind signature is valid one else reject it.

4 Absence of unlinkability in Pradhan and Mohapatra’s scheme

In Pradhan and Mohapatra’s scheme, the signature requester Ur, uses three blinding factor a, b and c. The
signature requester Ur, verify the proxy blind signature (mw, ro, m, e∗, S), and after this the signature is made
open by the requester. The proxy signer uses his signing data (S′i, ei, Rpi ), which he stores purposely, to find
link between proxy blind signatures and his signed messages. Using stored records, he can find one of the
blinding factor b from the equation (3.2), as b = S− S′i. It is difficult to find the rest of the blind factors a and c
separately, so he find sum of the blinding factors a and c from the equation (3.1). Let the sum of the blinding
factors a and c is, a + c = e∗ − e = α, so with this sum α and previously calculated blinding factor b, proxy
signer compute

R̄ = SB− e∗ypr (4.1)

Finally, the proxy signer can check the equation

R̄ = Rpi + bB− ypr α (4.2)

if the values from equations (4.1) and (4.2) are same then, the proxy signer is able to find linkage between the
proxy blind signature and his signed blind message. This shows that Pradhan and Mohapatra’s scheme is
insecure, because there is absence of unlinkability.
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5 Improved proxy blind signature based on ECDLP

In this section the proposed improved proxy blind signature is given. The system parameters and nota-
tions are same as used in Pradhan and Mohapatra [9].

(1) Proxy Delegation

• The original signer Uo , randomly chooses 1 < ko < n, and computes

Ro = koB = (x1, y1)

ro = x1 mod n

so = xo + koh(mw‖ro)

• The original signer Uo , sends (Ro, so, mw), to the proxy signer Up , through secure manner.

• When the proxy signer Up , receives (Ro, so, mw), from the original signer, he checks the following
equation

soB = Roh(mw‖ro) + yo

If this equation holds, the proxy signer accepts the proxy delegation, and computes the proxy secret key
as

spr = xp + so mod n

and the corresponding proxy public key is

ypr = yo + yp + Roh(mw‖ro) mod n

(2) Blind Signing

• The proxy signer Up randomly chooses 1 < kp < n and computes Rp = kp = (x2, y2) and rp = x2
mod n and sends (Ro, Rp, mw) to the requester.

• The requester Ur, randomly chooses three blinding factors a, b and c, then he computes

R̄ = aRp + bB + cypr

If R̄ = O, then the requester must attempt other combinations of (a, b, c) until R̄ 6= O. The requester
then computes

e∗ = h(R̄‖m) mod n

and
e = a−1(e∗ + c) mod n

and sends the blind message e to the proxy signer.

• After receiving e, the proxy signer computes

S′′ = espr + kp mod n

and sends S′′ back to the requester.

• The requester computes
S = S′′a + b mod n

Finally, the proxy blind signature of the message is (mw, ro, m, e∗, S).
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(3) Verification

The verifier verifies the validity of the proxy blind signature by checking the following equation

e∗ = h((SB− e∗ypr)‖m) (5.1)

If this equation holds then only the signature is valid otherwise invalid.

6 Security analysis of the proposed scheme

In this section, it is shown that the presented improved proxy blind signature scheme satisfies the security
requirements according to the definitions in [9].

(a) Distinguishbility

The warrant mw, is one of the component of the presented proxy blind signature (mw, ro, m, e∗, S), so
anyone can distinguish the proxy blind signature from the normal signature.

(b) Identifiability

Using the verification equation (5.1), and the content of the warrant mw, the verifier or other users can
determine the identity of the corresponding proxy signer Up, from the proxy signature.

(c) Nonrepudiation

In the presented scheme, since only the proxy signer Up , know the proxy secret key spr, so no one can
else produce S′′. Therefore, the proxy signer Up, cannot deny having signed the message on behalf of
original signer.

(d) Prevention of Misuse

The message warrant mw, is very vital part of proposed proxy blind signature scheme. This mw, in-
cludes information regarding the identity of the original signer Uo, the proxy signer Up, message type
to be signed by the proxy signer, and delegation period, etc. Using the proxy key, the proxy signer Up
cannot sign messages that have not been authorized by the original signer. In this way the misuse of
key’s of original signer and proxy signer is prevented.

(e) Unforgeability

If an adversary wants to forge a valid proxy blind signature (mw, ro, m̄, ē, S̄), such that it can pass the ver-
ification equation ē = h((S̄B − ēypr)‖m̄), the adversary has to solve S̄ . It is difficult to do that because
he has to solve the elliptic curve discrete logarithm problem (ECDLP) which is assumed to be infeasible.

(f) Unlinkability

Suppose that the proxy signer records all messages he signed (S′′i , ei, Rpi ). After the proxy, blind signa-
ture (mw, ro, m, e∗, S), is revealed in the public by the requester, the proxy signer still unable to find the
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blinding factor a, b and c by computing the following equation:

ei = a−1(e∗ + c) mod n

S = S′′i a + b mod n

Thus, he cannot check if the equation R̃ = aRpi + bB + cypr, holds, meaning the proxy signer unable to
trace the proxy blind signature with the corresponding signature transcript.

(g) Verifiability

The verifier Ur, can verify the proxy blind signature by checking the equation (5.1). The correctness of
the proxy blind signature is obtained as follows

SB− e∗ypr = (S′′a + b)B− e∗ypr

= (espr + kp)aB + bB− e∗ypr

= espraB + kpaB + bB− e∗ypr

= a−1(e∗ + c)aypr + aRp + bB− e∗ypr

= e∗ypr + cypr + aRp + bB− e∗ypr

= aRp + bB + cypr

= R̄

In summary, it is shown that the construction based on ECDLP is secure because, it can achieve the un-
linkability property. Hence the proposed scheme satisfies all the security requirements of the proxy blind
signature.

7 Conclusion

In this article, a linkability attack mounted on Pradhan and Mohapatra’s proxy blind signature scheme,
and it is demonstrated that how their scheme is insecure due to the absence of unlinkability property. This
proposed proxy blind signature scheme holds all the security properties of both proxy and blind signature
scheme. The security of the proposed schemes is based on the difficulty of the elliptic curve discrete logarithm
problem (ECDLP).
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Abstract

In the present paper, some generating relations involving the 2-variable Hermite matrix polynomials are
derived by using operational techniques. Further, some new and known generating relations for the scalar
Hermite polynomials are obtained as applications of the main results.
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1 Introduction

An important generalization of special functions is special matrix functions. The study of special matrix
polynomials is important due to their applications in certain areas of statistics, physics and engineering. The
Hermite matrix polynomials are introduced by Jódar and Company in [12]. Some properties of the Hermite
matrix polynomials are given in [9, 10, 12, 13, 14]. The extensions and generalizations of Hermite matrix
polynomials have been introduced and studied in [2, 3, 15, 16, 19] for matrices in CN×N whose eigenvalues
are all situated in the right open half-plane.

Throughout this paper, for a matrix A in CN×N , its spectrum σ(A) denotes the set of all the eigenvalues of
A. If f (z) and g(z) are holomorphic functions of the complex variable z, which are defined in an open set Ω
of the complex plane and if A is a matrix in CN×N such that σ(A) ⊂ Ω, then the matrix functional calculus
[11] yields that

f (A)g(A) = g(A) f (A).

If D0 is the complex plane cut along the negative real axis and log(z) denotes the principal logarithm of z,
then z

1
2 represents exp( 1

2 log(z)). If A is a matrix with σ(A) ⊂ D0, then A
1
2 =

√
A = exp( 1

2 log(A)) denotes the

image by z
1
2 =

√
z = exp( 1

2 log(z)) of the matrix functional calculus acting on the matrix A. We say that A is
a positive stable matrix [10] if

Re(z) > 0, for all z ∈ σ(A). (1.1)

We recall that the 2-variable Hermite matrix polynomials (2VHMaP) Hn(x, y, A) are defined by the series
[2; p.84]

Hn(x, y, A) = n!
[ n

2 ]

∑
k=0

(−1)kyk(x
√

2A)n−2k

(n− 2k)!k!
(n ≥ 0) (1.2)

and specified by the generating function

exp(xt
√

2A− yt2 I) =
∞

∑
n=0

Hn(x, y, A)
tn

n!
. (1.3)

∗Corresponding author.
E-mail address: gonah1977@yahoo.com (Ahmed Ali Al-Gonah).
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It is worth to mention that these matrix polynomials are linked to 2-variable Hermite-Kampé de Fériet
polynomials (2VHKdFP) Hn(x, y) [1] by the following relation:

Hn(x, y, A) = Hn(x
√

2A,−y), (1.4a)

or, equivalently

Hn

(
(
√

2A)−1x,−y, A
)

= Hn(x, y), (1.4b)

where Hn(x, y) are defined by the series [1]

Hn(x, y) = n!
[ n

2 ]

∑
k=0

ykxn−2k

k!(n− 2k)!
(1.5)

and specified by the generating function

exp(xt + yt2) =
∞

∑
n=0

Hn(x, y)
tn

n!
. (1.6)

Also, for A = 1
2 ∈ C1×1 in equation (1.3) and in view of generating function (1.6), we have

Hn

(
x,−y,

1
2

)
= Hn(x, y). (1.7)

In particular, we note that

Hn(x, y, A) = y
n
2 Hn

(
x
√y

, A
)

, (1.8)

Hn(x, 1, A) = Hn(x, A), (1.9)

where Hn(x, A) denotes the Hermite matrix polynomials (HMaP) defined by [12]

exp(xt
√

2A− t2 I) =
∞

∑
n=0

Hn(x, A)
tn

n!
(1.10)

and linked to the classical Hermite polynomials Hn(x) [18] by the following relation:

Hn(x, A) = Hn

(
x

√
A
2

)
, (1.11)

where Hn(x) are defined by [18]

Hn(x) = n!
[ n

2 ]

∑
k=0

(−1)k(2x)n−2k

k!(n− 2k)!
. (1.12)

The 2VHMaP Hn(x, y, A) are also defined by the following operational rule [2; p.90]:

Hn(x, y, A) = exp
(
−y(2A)−1 ∂2

∂x2

){
(x
√

2A)n
}

(1.13)

and have the following representation [3; p.99]:

Hn(x, y, A) =
(

x
√

2A− 2y(
√

2A)−1 ∂

∂x

)n {
I
}

. (1.14)

Recently, Dattoli and his co-workers have shown that operational methods can be used to simplify the
derivations of many properties of ordinary and generalized special functions and also provide a unique tool
to treat various polynomials from a general and unified point of view, see for example [4-8]. In this paper, we
derive some generating relations involving the 2VHMaP Hn(x, y, A) which further prove the usefulness of the
methods of operational nature.
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2 Generating relations

We prove the following results by using operational techniques:

Theorem 2.1. For a matrix A in CN×N satisfying condition (1.1), the following generating relation involving the
2VHMaP Hn(x, y, A) holds true:

∞

∑
n=0

H2n(x, y, A)
tn

n!
=

1√
1 + 4yt

exp
(

2Ax2t
1 + 4yt

)
. (2.1)

Proof. By making use of equation (1.13) in the l.h.s. of equation (2.1), we find

∞

∑
n=0

H2n(x, y, A)
tn

n!
= exp

(
−y(2A)−1 ∂2

∂x2

) ∞

∑
n=0

(x
√

2A)2n tn

n!
, (2.2)

which on using the exponential function becomes

∞

∑
n=0

H2n(x, y, A)
tn

n!
= exp

(
−y(2A)−1 ∂2

∂x2

)
exp(2Ax2t). (2.3)

Using the generalized Glaisher identity [6]

exp
(

λ
d2

dx2

){
exp(−ax2 + bx)

}
=

1√
1 + 4aλ

exp
(
− ax2 − bx− b2λ

1 + 4aλ

)
, (2.4)

with b = 0 in the r.h.s. of equation (2.3), we get assertion (2.1) of Theorem 2.1.

Remark 2.1. Taking y = 1 and replacing t by −
( t

2
)2 in assertion (2.1) of Theorem 2.1 and using equation (1.9), we

get the result [9; p.122]

∞

∑
n=0

(−1)n H2n(x, A)
tn

n! 22n = (1− t2)−
1
2 exp

(
A
2
−x2t2

(1− t2)

)
. (2.5)

Theorem 2.2. For a matrix A in CN×N satisfying condition (1.1), the following generating relation involving the
2VHMaP Hn(x, y, A) holds true:

∞

∑
n=0

Hn+k(x, y, A)
tn

n!
= exp(xt

√
2A− yt2 I) Hk

xI − yt

(√
A
2

)−1

, y, A

 . (2.6)

Proof. By making use of equation (1.14) in the l.h.s. of equation (2.6), we find

∞

∑
n=0

Hn+k(x, y, A)
tn

n!
=

∞

∑
n=0

(
x
√

2A− 2y(
√

2A)−1 ∂

∂x

)n+k tn

n!
, (2.7)

which on simplifying the r.h.s. and again using equation (1.14) becomes

∞

∑
n=0

Hn+k(x, y, A)
tn

n!
= exp

(
xt
√

2A− 2yt(
√

2A)−1 ∂

∂x

)
Hk(x, y, A). (2.8)

Now, decoupling the exponential operator in the r.h.s. of the above equation by using the Weyl identity [7]

eÂ+B̂ = eÂeB̂e−k/2 (
[Â, B̂] = k, k ∈ C

)
, (2.9)

we get
∞

∑
n=0

Hn+k(x, y, A)
tn

n!
= exp(xt

√
2A− yt2 I) exp

(
−2yt(

√
2A)−1 ∂

∂x

)
Hk(x, y, A). (2.10)

Using the shift operator [7]

exp
(

λ
∂

∂x

)
f (x) = f (x + λ), (2.11)

in the r.h.s. of equation (2.10), we get assertion (2.6) of Theorem 2.2.
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Remark 2.2. Taking y = 1 in assertion (2.6) of Theorem 2.2 and using equation (1.9), we get the result [15, p. 170]
with b = 1

∞

∑
n=0

Hn+k(x, A)
tn

n!
= exp(xt

√
2A− t2 I) Hk

xI − t

(√
A
2

)−1

, A

 . (2.12)

Theorem 2.3. For a matrix A in CN×N satisfying condition (1.1), the following bilinear generating relation of the
2VHMaP Hn(x, y, A) holds true:

∞

∑
n=0

Hn(x, y, A)Hn(z, w, A)
tn

n!
=

1√
1− 4ywt2

exp
(

2A(xzt− (x2w + z2y)t2)
1− 4ywt2

)
. (2.13)

Proof. By making use of equation (1.13) in the l.h.s. of equation (2.13), we find

∞

∑
n=0

Hn(x, y, A)Hn(z, w, A)
tn

n!
= exp

(
−y(2A)−1 ∂2

∂x2

) ∞

∑
n=0

Hn(z, w, A)
(xt
√

2A)n

n!
, (2.14)

which on using generating function (1.3) becomes

∞

∑
n=0

Hn(x, y, A)Hn(z, w, A)
tn

n!
= exp

(
−y(2A)−1 ∂2

∂x2

)
exp(2Axzt− 2Aw(xt)2). (2.15)

Using the generalized Glaisher identity (2.4) in the r.h.s. of equation (2.15), we get assertion (2.13) of
Theorem 2.3.

Remark 2.3. Taking w = 1 in assertion (2.13) of Theorem 2.3 and using equation (1.9), we deduce the following
consequence of Theorem 2.3.

Corollary 2.1. For a matrix A in CN×N satisfying condition (1.1), the following generating relation involving the
2VHMaP Hn(x, y, A) and HMaP Hn(z, A) holds true:

∞

∑
n=0

Hn(x, y, A)Hn(z, A)
tn

n!
=

1√
1− 4yt2

exp
(

2A(xzt− (x2 + z2y)t2)
1− 4yt2

)
. (2.16)

Remark 2.4. Taking y = w = 1 and replacing t by t
2 in assertion (2.13) of Theorem 2.3 and using equation (1.9), we

get the result [13] (see [9])

∞

∑
n=0

Hn(x, A)Hn(z, A)
tn

n! 2n = (1− t2)−
1
2 exp

(
A
2

2xzt− (x2 + z2)t2

(1− t2)

)
. (2.17)

It is worthy to mention that all the above main results can be proved alternately by using the series rear-
rangement techniques.

3 Special cases

In this section, we derive some new generating relations for Hermite polynomials in terms of matrix argu-
ment as applications of the results derived in Section 2.
I. Replacing y by −y in equation (2.1) and making use of equation (1.4a) in the resultant equation, we get

∞

∑
n=0

H2n(x
√

2A, y)
tn

n!
=

1√
1− 4yt

exp
(

2Ax2t
1− 4yt

)
, (3.1)

which is new generating relation for the 2VHKdFP Hn(x, y) in terms of matrix argument and is a generaliza-
tion of the generating relation [8, p. 412]

∞

∑
n=0

H2n(x, y)
tn

n!
=

1√
1− 4yt

exp
(

x2t
1− 4yt

)
. (3.2)
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Again, making use of equation (1.11)in equation (2.5), we get

∞

∑
n=0

H2n

(
x

√
A
2

)
tn

n! 22n = (1− t2)−
1
2 exp

(
A
2
−x2t2

(1− t2)

)
, (3.3)

which is new generating relation for the classical Hermite polynomials Hn(x) in terms of matrix argument.

II. Replacing y by −y in equation (2.6) and making use of equation (1.4a) in the resultant equation, we get
∞

∑
n=0

Hn+k(x
√

2A, y)
tn

n!
= exp(xt

√
2A + yt2 I) Hk(x

√
2A + 2yt, y), (3.4)

which is new generating relation for the 2VHKdFP Hn(x, y) in terms of matrix argument and is a generaliza-
tion of the generating relation [17, p. 452]

∞

∑
n=0

Hn+k(x, y)
tn

n!
= exp(xt + yt2) Hk(x + 2yt, y). (3.5)

Again, making use of equation (1.11) in equation (2.12), we get

∞

∑
n=0

Hn+k

(
x

√
A
2

)
tn

n!
= exp(xt

√
2A− t2 I) Hk

(
x

√
A
2
− tI

)
, (3.6)

which is new generating relation for the classical Hermite polynomials Hn(x) in terms of matrix argument
and is a generalization of the generating relation [18, p. 197]

∞

∑
n=0

Hn+k(x)
tn

n!
= exp(2xt− t2) Hk(x− t). (3.7)

Next, replacing t by t
√

2A in equation (2.12), we obtain the generating relation [20, p. 191]
∞

∑
n=0

Hn+k(x, A)
(t
√

2A)n

n!
= exp(2xtA− 2t2 A) Hk (x− 2t, A) . (3.8)

III. Replacing y by −y and w by −w in equation (2.13) and making use of equation (1.4a) in the resultant
equation, we get

∞

∑
n=0

Hn(x
√

2A, y)Hn(z
√

2A, w)
tn

n!
=

1√
1− 4ywt2

exp
(

2A(xzt + (x2w + z2y)t2)
1− 4ywt2

)
, (3.9)

which is new bilinear generating relation for the 2VHKdFP Hn(x, y) in terms of matrix argument and is a
generalization of the generating relation [5, p. 116] (see also [17, p. 453])

∞

∑
n=0

Hn(x, y)Hn(z, w)
tn

n!
=

1√
1− 4ywt2

exp
(

xzt + (x2w + z2y)t2

1− 4ywt2

)
. (3.10)

Again, replacing y by −y in equation (2.16) and making use of equations (1.4a) and (1.11) in the resultant
equation, we get

∞

∑
n=0

Hn(x
√

2A, y)Hn

(
z

√
A
2

)
tn

n!
=

1√
1 + 4yt2

exp
(

2A(xzt− (x2 − z2y)t2)
1 + 4yt2

)
, (3.11)

which is new generating relation for the 2VHKdFP Hn(x, y) and the classical Hermite polynomials Hn(x) in
terms of matrix argument.

Further, making use of equation (1.11) in equation (2.17), we get

∞

∑
n=0

Hn

(
x

√
A
2

)
Hn

(
z

√
A
2

)
tn

n! 2n = (1− t2)−
1
2 exp

(
A
2

2xzt− (x2 + z2)t2

(1− t2)

)
, (3.12)

which is new bilinear generating relation for the classical Hermite polynomials Hn(x) in terms of matrix
argument and is a generalization of the generating relation [18, p. 198]

∞

∑
n=0

Hn(x)Hn(z)
tn

n!
=

1√
1− 4t2

exp
(

4(xzt− (x2 + z2)t2)
1− 4t2

)
. (3.13)
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4 Concluding remarks

Recently, Subuhi Khan and Raza [15] introduced the 2-variable Hermite matrix polynomials of the second
form Hn(x, y; A), defined by the series [15, p. 162]

Hn(x, y; A) = n!
[ n

2 ]

∑
k=0

yk
(

x
√

A
2

)n−2k

k!(n− 2k)!
(4.1)

and specified by the generating function

exp

(
xt

√
A
2

+ yt2 I

)
=

∞

∑
n=0

Hn(x, y; A)
tn

n!
. (4.2)

From generating functions (1.3) and (4.2), we note that the 2VHMaP of the second form Hn(x, y; A) are
linked to the 2VHMaP Hn(x, y; A) by the following relation:

Hn(x, y; A) = Hn

( x
2

,−y, A
)

. (4.3)

In view of equation (4.3), we conclude that all the properties of the 2VHMaP of the second formHn(x, y; A)
can be deduced from the corresponding ones for 2VHMaP Hn(x, y; A). For example, replacing x by x

2 and y by
−y in the main results (2.1), (2.6) and (2.13), we get the following generating relations involving the 2VHMaP
of the second form Hn(x, y; A):

∞

∑
n=0

H2n(x, y, A)
tn

n!
=

1√
1− 4yt

exp
(

Ax2t
2(1− 4yt)

)
, (4.4)

∞

∑
n=0

Hn+k(x, y, A)
tn

n!
= exp

(
xt

√
A
2

+ yt2 I

)
Hk

xI + 2yt

(√
A
2

)−1

, y, A

 (4.5)

and
∞

∑
n=0

Hn(x, y, A) Hn(z, w, A)
tn

n!
=

1√
1 + 4ywt2

exp
(

A(4xzt− (x2w− 4z2y)t2)
1 + 4ywt2

)
, (4.6)

respectively. It is therefore clear that by making use of relation (4.3) in some other generating functions ob-
tained in Section 2, we may get a number of interesting results for the 2VHMaP of the second formHn(x, y; A).

In this article, generating relations involving the Hermite matrix polynomials are introduced by making
use of operational identities for decoupling of exponential operators. The approach presented here can be
explored further to derive the results for some other suitable families of special matrix functions.
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Abstract

In this paper, an organization with single grade subjected to exodus of personnel due to policy decisions
taken by it, is considered. In order to avoid the crisis of the organization reaching a breakdown point, a
suitable univariate policy recruitment based on shock model approach and cumulative damage process is
suggested. A mathematical model is constructed and a performance measure namely the mean time to recruit-
ment is obtained. The analytical results are numerically illustrated and the influences of nodal parameters on
the performance measures are studied and relevant conclusions are presented.
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1 Introduction

Frequent wastage or exit of personnel is common in many administrative and production oriented orga-
nization. Whenever the organization announces revised policies regarding sales target, revision of wages,
incentives and perquisites, the exodus is possible. Reduction in the total strength of marketing personnel
adversely affects the sales turnover in the organization. As the recruitment involves several costs, it is usual
that the organization has the natural reluctance to go in for frequent recruitments. Once the total amount of
wastage crosses a certain threshold level, the organization reaches an uneconomic status which otherwise be
called the breakdown point and recruitment is done at this point of time. The time to attain the breakdown
point is an important characteristic for the management of the organization. Many models could be seen in,
Barthlomew [1] and Barthlomew and Forbes [2].Many researchers [3] [4] and[6] have considered the problem
of time to recruitment in a marketing organization under different conditions. Srinivasan and Saavithri [5]
have considered a single grade system under univariate policy of recruitment with the assumption that sur-
vival times follow geometric process and the threshold level as a non-negative constant. They have obtained
mean time to recruitment and the long run average cost. Uma.et.al [7] have studied the work of Srinivasan
and Saavithri [5] by considering the threshold level of the organization as continuous random variable fol-
lowing exponential distribution and having SCBZ property. Recently, Vijaysankar et.al [8] have constructed
a stochastic model by assuming the threshold with two components namely the level of wastage which can
be allowed and the manpower which is available from what is known as backup resource. The threshold can
be treated now as the total of the maximum allowable attrition and the maximum available backup resource.
The backup resource is similar to the manpower inventory on hand which can be utilized whenever it be-
comes necessary. The present paper studies the problem of time to recruitment for a single grade system with
survival times follow geometric process and the threshold level has two components.

∗Corresponding author.
E-mail addresses: trojamary@gmail.com (T. Roja Mary), umamaths95@gmail.com (K.P. Uma).
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2 Model Description

Consider a single grade organization with univariate policy of recruitment which takes decisions at ran-
dom epoch. At every decision making epoch a random number of persons quit the organization. There is
an associated loss of manhours to the organization if a person quits. The loss of manhours at any decision
forms a sequence of independent and identically distributed random variables. The survival time process is a
geometric process and it is independent of process of loss of manhour. There is a threshold level for the level
of wastage and also a resource backup available. If the total loss of manhours crosses the sum of the threshold
and the resource backup available the break down occurs. The process that generates the loss of manhours
and the threshold put together with the backup are linearly independent. Recruitment takes place only at
decision points and time of recruitment is negligible. . The recruitment is made whenever the cumulative loss
of manhours exceeds its threshold.

3 Notations

Sn : survival time after (n− 1)th decision.

Xn : the loss of manhours at thenth decision.

Tn : the cumulative loss of manhours in the first ndecisions.

K(·) : distribution function of Sn with mean
λ

an−1 , a > 1.

G(·) : distribution function of Xn, n = 1, 2, 3, . . . .

Gn(·) : distribution function ofTn.

T : The threshold of manpower depletion andT = Y1 + Y2.

(i)Y1 = the maximum allowable attrition.

(ii)Y2 = the maximum available backup resource.

F(·) : distribution function ofT.

W : time to recruitment under the given recruitment policy.

4 Results

In this section the expected time to recruitment is derived.

By assumption the recruitment is made whenever the cumulative loss of manhours exceeds the threshold
T. Accordingly the time to recruitment W = S1, if T1 > T. If T1 ≤ T then no recruitment is made till the next
decision. If T2 exceeds T then recruitment is made and W = S1 + S2, otherwise no recruitment. In general, if
Tk > T then recruitment is made and W = S1 + S2 + ... + Sk and if Tk ≤ T no recruitment is made till the next
decision.

Consequently,

W =
∞

∑
i=0

i

∑
j=0

Sj+1χ(Ti ≤ T ≤ Ti+1), (1.1)

where

χ(e) =

{
1, if the event e happens

0, if the event e does not happen
(1.2)
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The expected time to recruitment E(W) is given by

E(W) =
∞

∑
i=0

i

∑
j=0

E(Sj+1)P(Ti ≤ T ≤ Ti+1) (1.3)

=
∞

∑
i=0

i

∑
j=0

(
λ

aj

)
P(0 ≤ T − Ti < Ti+1 − Ti)

=
∞

∑
i=0

i

∑
j=0

(
λ

aj

) ∫ ∞

0

∫ ∞

0

∫ t+s

t
dF(u)dG(s)dGi(t). (1.4)

Assume that the loss of manhours at the ith decision Xi, follows exponential distribution with parameter
θ1. Then the cumulative loss of manhours Ti follows gamma distribution with parameter θ1 and i. Hence

dGi(t) = θi
1ti−1 e−θ1t

(i− 1)!
dt, i = 1, 2, 3, . . . ,

Let Y1 ∼ exp(θ2) and Y2 ∼ exp(θ3). Since the p.d.f of T is the convolution of T1 + T2 and it is given by

f (u) =
θ2θ3

θ2 − θ3

[
e−θ3u − e−θ2u

]
.

Now the time to recruitment in equation (1.4) becomes

E(W) =
∞

∑
i=0

i

∑
j=0

(
λ

aj

) ∫ ∞

0

∫ ∞

0

∫ t+s

t

θ2θ3

θ2 − θ3

[
e−θ3u − e−θ2u

]
dudG(s)dGi(t)

=
∞

∑
i=0

(
aλ

a− 1

) (
1− 1

ai+1

) ∫ ∞

0

∫ ∞

0

∫ t+s

t

θ2θ3

θ2 − θ3

[
e−θ3u − e−θ2u

]
dudG(s)dGi(t)

=
∞

∑
i=0

(
aλ

a− 1

) (
1− 1

ai+1

) (
θ2θ3

θ2 − θ3

) ∫ ∞

0

∫ ∞

0

∫ t+s

t

[
e−θ3u − e−θ2u

]
dudG(s)dGi(t)

On simplification, the time to recruitment is

E(W) =
aλθ2θ3

(a− 1)(θ2 − θ3)

{
a(θ3 + θ1)− θ1 − θ3)
aθ3(θ1 + θ3)− θ1θ3

− a(θ2 + θ1)− θ2 − θ1)
aθ2(θ1 + θ2)− θ1θ2

}
.

5 Numerical Illustration

The value of E(W) can be determined numerically using the above expression when the values of the
various parameters are given. The changes in E(W) consequent to the changes in each of these parameters
when other parameters are kept fixed are also possible.

Effect of loss of manhours on performance measure:

θ1 E(W)
0.1 14.7429
0.2 15.2800
0.3 15.6848
0.4 16.0000
0.5 16.2517
0.6 16.4571
0.7 16.6277
0.8 16.7714
0.9 16.8941
1.0 17.0000

Table 1.1
(λ = 2, a = 2, θ2 = 0.3, θ3 = 0.4)
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Figure 1: Figure 1.11

Effect of λ on performance measure

λ E(W)
1.05 7.7400
1.10 8.1086
1.15 8.4771
1.20 8.8457
1.25 9.2143
1.30 9.5829
1.35 9.9514
1.40 10.3200
1.45 10.6886
1.50 11.0571

Table 1.2
(θ1 = 0.1, a = 2, θ2 = 0.3, θ3 = 0.4)
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Figure 2: Figure 1.21

Effect of a on performance measure

a E(W)
2 7.3714
3 5.5851
4 4.9825
5 4.6793
6 4.4967
7 4.3746
8 4.2873
9 4.2217
10 4.1706

Table 1.3
(θ1 = 0.1, a = 2, θ2 = 0.3, λ = 2)
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Figure 3: Figure 1.31

6 Conclusion

From the above tables we observe the following :
Case(i): If the value of the parameter θ1 increases, the mean loss of manhours decreases and hence the

expected time to recruitment increases as shown in Table 1.1 and Figure 1.11.
Case(ii): If the value of λ increases ,the expected time to recruitment E(W) also increase as shown in Table

1.2 and Figure 1.21.
Case(iii): As a increases the mean survival time λ

ai−1 decreases and hence the expected time to recruitment
decreases as in Table 1.3 and Figure1.31.
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Abstract

A b-coloring of a graph G is a variant of proper coloring in which each color class contains a vertex that
has a neighbor in all the other color classes. We investigate some results on b-coloring in the context of degree
splitting graph of Pn, Bn,n, Sn and Gn.
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1 Introduction

In this paper we deal with finite, connected and undirected graph G = (V(G), E(G)) without loops and
multiple edges. The notations and terminology here are used in the sense of Clark and Holton [1]. A proper
k-coloring of a graph G is a function c : V(G) → {1, 2, ..., k} such that c(u) 6= c(v) for all uv ∈ E(G). The color
class ci is the subset of vertices of G that is assigned to color i. The chromatic number χ(G) is the minimum
number k for which G admits proper k-coloring.

A proper k-coloring c of a graph G is a b-coloring if for every color class ci, there is a vertex with color i
which has at least one neighbor in every other color classes. Such vertex is called a b-vertex. The b-chromatic
number of a graph G, denoted by ϕ(G), is the largest integer k for which G admits a b-coloring.

The concept of b-coloring was introduced by Irving and Manlove [2]. If G has a b-coloring by k colors for
every integer k satisfying χ(G) ≤ k ≤ ϕ(G) then G is called b-continuous. The b-spectrum Sb(G) of a graph G
is the set of integers k such that G has a b-coloring by k colors.

The concept of b-coloring is explored by many researchers. The bounds for the b-chromatic number of a
graph is investigated by Kouider and Mahéo [3] while b-chromatic number for Peterson graph and power of
a cycle is discussed by Chandrakumar and Nicholas [6]. The b-continuity of chordal graphs is discussed by
Faik [7].

Definition 1.1. ([2], [4])The m-degree of a graph G, denoted by m(G), is the largest integer m such that G has m
vertices of degree at least m− 1.

Proposition 1.2. ([1]) For any graph G, χ(G) ≥ 3 if and only if G has an odd cycle.

Proposition 1.3. ([2]) If G admits a b-coloring with m colors, then G must have at least m vertices with degree at least
m− 1.

Proposition 1.4. ([3]) χ(G) ≤ ϕ(G) ≤ m(G).

It is obvious that if χ(G) = k, then every coloring of a graph G by k colors is a b-coloring of G.

∗Corresponding author.
E-mail address: samirkvaidya@yahoo.co.in ( S. K. Vaidya), rakhiisaac@yahoo.co.in (Rakhimol V. Isaac).
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Proposition 1.5. ([5]) If Pn, Cn, Kn, Km,n and Wn : Cn + K1 are respectively path, cycle, complete graph, complete
bipartite graph and wheel graph, then

1. χ(C2n) = 2, χ(C2n+1) = 3.

2. χ(Wn) = 3, if n is odd and χ(Wn) = 4, if n is even.

3. χ(Km,n) = 2.

4. ϕ(Pn) = 2, if 1 < n < 5 and ϕ(Pn) = 3, if n ≥ 5.

5. ϕ(Cn) = 2, if n = 4 and ϕ(Cn) = 3, if n 6= 4.

6. ϕ(Wn) = 3, if n = 4 and ϕ(Wn) = 4, if n 6= 4.

7. χ(Kn) = ϕ(Kn) = n.

2 Main Results

Definition 2.1. Let G = (V(G), E(G)) be a graph with V(G) = S1 ∪ S2 ∪ .... ∪ St ∪ T where each Si is a set of all

vertices of the same degree with at least two elements and T = V(G) \
t⋃

i=1
Si. The degree splitting graph of G, denoted

by DS(G), is obtained from G by adding vertices w1, w2, ..., wt and joining wi to each vertex of Si for 1 ≤ i ≤ t.

Lemma 2.2. χ(DS(Pn)) =

{
2, n = 3
3, n 6= 3.

Proof. The path Pn has two pendant vertices and the remaining n− 1 vertices are of degree two. Thus V(Pn) =

{vi ; 1 ≤ i ≤ n} = S1 ∪ S2 where S1 = {v1, vn} and S2 = {vi ; 2 ≤ i ≤ n− 1}. For obtaining DS(Pn) from Pn,
add two vertices w1 and w2 corresponding to S1 and S2 respectively. Thus V(DS(Pn)) = V(Pn)∪{w1, w2} and
E(DS(Pn)) = E(Pn) ∪ {w1vi where vi ∈ S1; i = 1, n} ∪ {w2vj where vj ∈ S2; 2 ≤ j ≤ n− 1}. |V(DS(Pn))| =
n + 2 and |E(DS(Pn))| = 2n− 1.

When n = 3, the graph DS(P3) is isomorphic to C4. Then by Proposition 1.5, χ(DS(P3)) = 2. But when
n 6= 3, DS(Pn) contains a cycle C3. Then by Proposition 1.2, χ(DS(Pn)) ≥ 3. If we assign the proper coloring
as c(w1) = c(w2) = 1, c(v2k+1) = 2, c(v2k) = 3; k ∈ N then χ(DS(Pn)) = 3.

Theorem 2.3. ϕ(DS(Pn)) =


2, n = 3
3, n = 2, 4
4, n ≥ 5.

Proof. The graphs DS(P2) and DS(P3) are isomorphic to C3 and C4 respectively. Then by Proposition 1.5,
ϕ(DS(P2)) = 3 and ϕ(DS(P3)) = 2.

In the graph DS(P4) there are four vertices of degree 2. Then the m-degree, m(DS(P4)) =3. Then by
Proposition 1.4, ϕ(DS(P4)) ≤ 3. Moreover DS(P4) induces a path of length greater than four, ϕ(DS(P4)) ≥ 3.
Hence ϕ(DS(P4)) = 3.

For n ≥ 5, the graph DS(Pn) has at least four vertices of degree at least 3. Then the m-degree, m(DS(Pn)) =

4. Then by Proposition 1.4, ϕ(DS(Pn)) ≤ 4. Moreover DS(Pn) induces a path of length greater than four,
ϕ(DS(Pn)) ≥ 3. We suppose that DS(Pn) has a b-coloring using four colors. By assigning the proper coloring
as c(w1) = c(w2) = 1, c(v3k−2) = 2, c(v3k−1) = 3, c(v3k) = 4; k ∈ N then the vertices w2, v4, v2 and v3 are the
b-vertices for the color classes 1, 2, 3 and 4 respectively. Thus ϕ(DS(Pn)) = 4. Hence the result.

Definition 2.4. The bistar Bn,n is a graph obtained by joining the center(apex) vertices of two copies of K1,n by an edge.

Lemma 2.5. For all n, χ(DS(Bn,n)) = 3.

Proof. In Bn,n, V(Bn,n) = {u, v, ui, vi; 1 ≤ i ≤ n} and E(Bn,n) = {uui, vvi; 1 ≤ i ≤ n} ∪ {uv}. The graph
bistar Bn,n contains two types of vertices - pendant vertices and vertices of degree n + 1. Thus V(Bn,n) = S1
∪ S2 where S1 = {ui, vi; 1 ≤ i ≤ n} and S2 = {u, v}. For obtaining DS(Bn,n) from Bn,n, we add two
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vertices w1 and w2 corresponding to S1 and S2 respectively. Thus V(DS(Bn,n)) = V(Bn,n) ∪ {w1, w2} and
E(DS(Bn,n)) = E(Bn,n) ∪ {uiw1, viw1, uw2, vw2}. Hence |V(DS(Bn,n))| = 2n + 4 and |E(DS(Bn,n))| = 4n + 3.

As the graph DS(Bn,n) contains a C3, χ(DS(Bn,n)) ≥ 3. If we assign the proper coloring as c(w2) = 1,
c(u) = 2, c(v) = 3, c(w1) = 2, c(ui) = c(vi) = 1, for i = 1, 2, .., n, then χ(DS(Bn,n)) = 3 for all n.

Theorem 2.6. For all n, ϕ(DS(Bn,n)) = 3.

Proof. By Lemma 2.5, ϕ(DS(Bn,n)) ≥ χ(DS(Bn,n)) = 3. The graph DS(Bn,n) has at least three vertices
of degree at least two. Then m(DS(Bn,n)) = 3 and hence by Proposition 1.4, ϕ(DS(Bn,n)) ≤ 3. Thus
ϕ(DS(Bn,n)) = 3 for all n.

Definition 2.7. A shell Sn is the graph obtained by taking n− 3 concurrent chords in cycle Cn. That is, Sn =Pn−1 +K1.

Lemma 2.8. χ(DS(Sn)) =

{
4, n = 3
3, n 6= 3.

Proof. In the shell graph Sn, V(Sn) = {u, v1, v2, ..., vn−1} where u is the apex vertex and E(Sn) = {uvi ;
1 ≤ i ≤ n− 1} ∪ {vivi+1; 1 ≤ i ≤ n− 2}. Clearly |V(Sn)| = n and |E(Sn)| = 2n− 3.
There are three types of vertices

(i) vertices of degree 2,

(ii) vertices of degree 3,

(iii) a vertex of degree n− 1.

Thus V(Sn) = {u, v1, v2, ..., vn−1} =S1 ∪ S2 ∪ T where S1 = {v1, vn−1}, S2 = {vi ; 2 ≤ i ≤ n − 2} and

T = {u} = V(Sn) \
2⋃

i=1
Si . For obtaining DS(Sn) from Sn, we add two vertices w1 and w2 corresponding to

S1 and S2 respectively. Thus V(DS(Sn)) = V(Sn) ∪ {w1, w2} and E(DS(Sn)) = E(Sn) ∪ {v1w1, vn−1w1} ∪
{viw2; 2 ≤ i ≤ n− 2}.

When n = 3, the graph DS(S3) is isomorphic to K4. Then by Proposition 1.5, χ(DS(S3)) = 4. But when
n 6= 3, DS(Sn) contains a C3, then by Proposition 1.2, χ(DS(Sn)) ≥ 3. If we assign the colors as c(w1) =

c(w2) = c(u) = 1, c(v2k+1) = 2, c(v2k) = 3; k ∈ N, then χ(DS(Sn)) = 3.

Theorem 2.9. ϕ(DS(Sn)) =

{
3, n = 4
4, n 6= 4.

Proof. When n = 3, the graph DS(S3) is isomorphic to K4, by Proposition 1.5, ϕ(DS(S3)) = 4.
When n = 4, the graph DS(S4) has four vertices of degree at least three. Then m(DS(S4)) = 4. Then by

Proposition 1.4, ϕ(DS(S4)) ≤ 4. Suppose that DS(S4) does have a b-chromatic 4-coloring. By assigning the
proper coloring as c(u) = 1, c(v1) = 2, c(v2) = 3, c(v3) = 4 which in turn forces to assign c(w1) is either by the
color 1 or 3 and c(w2) is either by the color 2 or 4. This proper coloring gives the b-vertices for the color classes
1 and 3 but not for 2 and 4. Similarly all other proper coloring using 4 colors will generate b-vertices at most
for two color classes only. Hence ϕ(DS(S4)) 6= 4. Thus ϕ(DS(S4)) ≤ 3. Also by Lemma 2.8, ϕ(DS(S4)) ≥ 3.
Hence ϕ(DS(S4)) = 3.

When n = 5 and 6, the graph DS(Sn) has the m-degree four. Thus ϕ(DS(Sn)) ≤ 4. Suppose that DS(Sn)

does have a b-chromatic 4-coloring. By assigning the proper coloring as c(u) = 1, c(v1) = c(v4) = 2, c(v2) = 3,
c(v3) = c(w1) = 4 which gives the b-vertices u, v1, v2, v3 for the color classes 1, 2, 3, and 4 respectively. Thus
ϕ(DS(Sn)) = 4.

When n ≥ 7, the graph DS(Sn) has the m-degree five. Thus ϕ(DS(Sn)) ≤ 5. Suppose that DS(Sn) does
have a b-chromatic 5-coloring. By assigning the proper coloring as c(v2) = 1, c(v1) = 2, c(u) = 4, c(v3) = 5,
c(w2) = 3, c(v4) = 2 which in turn forces to assign c(v5) = 1. This proper coloring gives the b-vertices for
the color classes 1, 2 and 5 but not for 3 and 4. Similarly all other proper coloring with 5 colors will generate
b-vertices at most for three color classes only. Hence ϕ(DS(Sn)) 6= 5. Thus ϕ(DS(Sn)) ≤ 4. If we assign the
colors as c(w1) = c(w2) = 1, c(v3k−2) = 2, c(v3k−1) = 3, c(v3k) = 4; k ∈ N gives the b-vertices u, v2, v3, v4 for
the color classes 1, 3, 4 and 2 respectively. Thus ϕ(DS(Sn)) = 4.
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Definition 2.10. The gear Graph, Gn, is obtained from the wheel by subdividing each of its rim edge.
That is, let Wn = Cn +K1 be the wheel graph with apex vertex v and the rim vertices v1, v2, ..., vn. To obtain the gear

graph Gn, subdivide each rim edge of wheel Wn by the vertices u1, u2, ..., un where each ui subdivides the edge vivi+1 for
i = 1, 2, .., n− 1 and un subdivides the edge v1vn. Then |V(Gn| = 2n + 1 and |E(Gn| = 3n.

Lemma 2.11. χ(DS(Gn)) =

{
3, n = 3
2, n 6= 3.

Proof. The gear graph Gn has three types of vertices

(i) vertices of degree 2,

(ii) vertices of degree 3

(iii) a vertex of degree n.

Thus V(Gn) = {vi, ui, v} = S1 ∪ S2 ∪ T where S1 = {vi}, S2 = {ui}, T = {v}= V(Gn) \
2⋃

i=1
Si. For obtaining

DS(Gn) from Gn, we add two vertices w1 and w2 corresponding to S1 and S2 respectively. Thus V(DS(Gn)) =

V(Gn) ∪ {w1, w2} and E(DS(Gn)) = E(Gn) ∪ {viw1, uiw2}.
When n = 3, DS(G3) contains a K3 (formed by the vertices v, w1 and v2), χ(DS(G3)) ≥ 3. If we assign the

colors as c(v) = 1, c(w1) = 2, c(w2) = 3, c(ui) = 2, c(vi) = 3 for i = 1, 2, ..., n gives the proper coloring using
3 colors. Thus χ(DS(G3)) = 3. But when n 6= 3, DS(Gn) contains no odd cycles and it is a bipartite graph.
Hence by Proposition 1.5, χ(DS(Gn)) = 2.

Theorem 2.12. ϕ(DS(Gn)) =

{
5, n = 3
4, n 6= 3.

Proof. When n = 3, the graph DS(G3) contains five vertices of degree 4. Consequently m(DS(G3) = 5. Then
by Proposition 1.4, ϕ(DS(G3)) ≤ 5. Suppose that DS(G3) does have a b-chromatic 5-coloring. By assigning
the proper coloring as c(u1) = 1, c(u2) = 3, c(u3) = 2, c(v1) = 3, c(v2) = 2, c(v3) = 1, c(v) = 4, c(w2) = 4,
c(w1) = 5 then the vertices v3, v2, v1, v, and w1 are the b-vertices for the color classes 1, 2, 3, 4 and 5 respectively.
Thus ϕ(DS(G3)) = 5.

When n 6= 3, the graph DS(Gn) contains at least five vertices of degree 4. Then m(DS(Gn) = 5. Then by
Proposition 1.4, ϕ(DS(Gn)) ≤ 5. Suppose that DS(Gn) does have a b-chromatic 5-coloring. By assigning the
proper coloring as c(v) = 1, c(v1) = 2, c(v2) = 3, c(v3) = 4, c(v4) = 5 gives the b- vertex v for the color
class 1. Again assume that c(u1) = 4 and c(un) = 3 which in turn forces to assign c(w1) = 5 which is not
possible as the adjacent vertices w1 and v4 will receive the same color. Thus v1 is not a b- vertex for the color
class 2. Similarly we can prove that no vi’s are b-vertices when five colors are used for b-coloring. Hence
ϕ(DS(Gn)) 6= 5. But if we assign the colors as c(v) = 1, c(v3k−2) = 2, c(v3k−1) = 3, c(v3k) = 4; k ∈ N which
gives the b- vertices v, v1, v2 and v3 for the color classes 1, 2, 3 and 4 respectively. Thus ϕ(DS(Gn)) = 4. Hence
the result.

We have the following obvious result stating the b-spectrum of DS(Gn) as any proper coloring with χ(G)

colors is a b-coloring.

Corollary 2.13. Sb(DS(Gn)) =

{
{3, 4, 5} , n = 3
{2, 3, 4} , n 6= 3

and DS(Gn) is b-continuous.

Proof. When n = 3, by assigning the colors as c(v) = 1, c(v1) = 2, c(v2) = 3, c(v3) = 4, c(w1) = c(w2) = 4
and c(ui) = 1 for i = 1, 2 and 3, the graph DS(G3) has the b-chromatic 4-coloring. But when n 6= 3, by
assigning the colors as c(v) = c(w1) = c(w2) = 1, c(vi) = 2, c(ui) = 3 for i = 1, 2, .., n, DS(Gn) has the
b-chromatic 3-coloring. Thus by Lemma 2.11 and Theorem 2.12, DS(Gn) is b-continuous and the b-spectrum

Sb(DS(Gn)) =

{
{3, 4, 5} , n = 3
{2, 3, 4} , n 6= 3.
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3 Concluding Remarks

The study of b-coloring is important due to its applications in many real life problems like scheduling
problem, channel assignment problem, routing networks etc. Here we investigate b-chromatic number and
related parameters for the degree splitting graph of some graphs. We show that the degree splitting graph of
Gn is b-continuous. The degree splitting graph of Pn, Bn,n and Sn are obviously b-continuous as any proper
coloring with χ(G) colors is a b-coloring.
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Abstract

By using some results on translation and superadditive relations, we give some relational reformulations
of the Phelps–Cardwell lemma in terms of open and closed surroundings.

These reformulations have mainly been suggested by a unifying scheme for continuities of relations in
relator spaces and a projective generation of translation relators by superadditive relations.
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1 Introduction

In 1960, by using the classical Hahn-Banach extension theorem, Phelps [9] proved the following lemma
which has had some applications in [2] and [5, Proposition 8] , and also in [4] which has not been available
to the author.

Lemma 1.1. Suppose that E is a real normed linear space and that ε > 0 . Let U and S∗ denote the closed unit ball of
E and the unit sphere of the dual space E∗, respectively. If f , g ∈ S∗ are such that

f −1(0) ∩ U ⊂ g−1 [−ε/2 , ε/2 ] ,

then either ‖ f − g ‖ ≤ ε or ‖ f + g ‖ ≤ ε .

Remark 1.1. The above inclusion in a detailed form means only that if x ∈ E such that f (x ) = 0 and
‖ x ‖ ≤ 1 , then | g(x ) | ≤ ε/2 .

In 2006, by using a quite elementary, but rather tricky computation, Cardwell [3] proved the following
partial generalization of Lemma 1.1.

Lemma 1.2. Let X be a complex Banach space and let ε be such that 0 < ε < 1/2. Let ϕ , ψ ∈ X ∗ be such that
‖ ϕ ‖ = ‖ψ ‖ = 1 . Suppose that for all x ∈ X with ‖ x ‖ ≤ 1 and ϕ(x) = 0 , it holds that ‖ψ(x) ‖ ≤ ε . Then there
is some complex number α such that | α | = 1 and ‖ ϕ− α ψ ‖ ≤ 5 ε .

Remark 1.2. If in particular ϕ and ψ are real-valued, then by slightly modifying the proof of Lemma 1.2 one
can choose α to be either 1 or −1 . Thus, Lemma 1.1, with bound ε replaced by (5/2) ε , can also be proved
in an elementary way.

In 2007, by modifying the original proof of Phelps, Aron et al. [1] proved the following improvement of
Lemma 1.2.

∗Corresponding author.
E-mail address: szaz@science.unideb.hu (Árpád Száz).
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Lemma 1.3. Let X be a complex Banach space and SX its unit sphere. If f , g : X → C are linear forms of norm one
and ε > 0 such that

SX ∩
{

f (x ) = 0
}
⊂ SX ∩

{
| g(x ) | ≤ ε

}
,

then ‖ g− α f ‖ ≤ 2 ε for some | α | = 1 .

Remark 1.3. Note that if x ∈ X such that 0 6= ‖ x ‖ ≤ 1 and f (x ) = 0 , then by taking u = ‖ x ‖−1 x , we have
‖ u ‖ = 1 and f (u) = ‖ x ‖−1 f (x ) = 0 . Therefore, if the condition of Lemma 1.3 holds, then | g(u) | ≤ ε ,
and thus | g(x ) | =

∣∣ g
(
‖ x ‖ u

) ∣∣ = ‖ x ‖ | g(u) | ≤ ε also holds. Hence, since | g(0) | = 0 ≤ ε , we can note
that the condition of Lemma 1.2 also holds.

Now, by using the closed surroundings B̄r =
{

(x , y) : d(x, y) ≤ r
}

, we shall prove the following
relational reformulation of Lemma 1.3.

Lemma 1.4. Let X be a normed space over C, and assume that ϕ and ψ are linear functions of X to C such that
‖ ϕ ‖ = 1 and ‖ψ ‖ = 1 . Moreover, assume that r > 0 and s > 0 such that(

B̄r ∩ ϕ−1
)

(0) ⊂
(

ψ−1 ◦ B̄rs

)
(0) . (1.1)

Then, there exists α ∈ C , with | α | = 1 , such that

( ϕ− α ψ ) ◦ B̄r ⊂ B̄2 rs ◦ ( ϕ− α ψ ) . (1.2)

Remark 1.4. We shall show that (1.1) is equivalent to the inclusions(
Br ∩ ϕ−1

)
(0) ⊂

(
ψ−1 ◦ B̄rs

)
(0)

and (
( B̄r \ Br ) ∩ ϕ−1

)
(0) ⊂

(
ψ−1 ◦ B̄rs

)
(0) .

Moreover, we shall also show that (1.1) and (1.2) are equivalent to the inclusions(
ψ ◦

(
B̄r ∩ ϕ−1 ))

(0) ⊂ B̄rs(0)

and
B̄r ⊂ ( ϕ− α ψ )−1◦ B̄2 rs◦ ( ϕ− α ψ ) .

The relational reformulations of Lemma 1.3 have been mainly suggested by a unifying scheme for conti-
nuities of relations in relator spaces [15, Definition 4.1] and a basic theorem on translation and superadditive
relations [13, Theorem 4.8] which allows of a projective generation of translation relators by superadditive
relations.

2 A few basic facts on relations

A subset F of a product set X×Y is called a relation on X to Y. If in particular F ⊂ X 2, then we may
simply say that F is a relation on X . Thus, in particular ∆ X = {(x , x ) : x ∈ X } is a relation on X.

If F is a relation on X to Y, then for any x ∈ X and A ⊂ X the sets F (x ) = { y ∈ Y : (x , y) ∈ F } and
F [ A ] =

⋃
a∈A F (a) are called the images of x and A under F, respectively.

Moreover, the sets DF = { x ∈ X : F (x ) 6= ∅ } and R F = F [ DF ] are called the domain and range of F,
respectively. If in particular DF = X, then we say that F is a relation of X to Y, or that F is a total relation on X
to Y.

In particular, a relation f on X to Y is called a function if for each x ∈ D f there exists y ∈ Y such that
f (x ) = {y} . In this case, by identifying singletons with their elements, we may simply write f (x ) = y in
place of f (x ) = {y} .

If F is a relation on X to Y, then the values F(x) , where x ∈ X, uniquely determine F since we have
F =

⋃
x∈X {x} × F (x ) . Therefore, the inverse relation F−1 of F can be naturally defined such that F−1(y) =

{ x ∈ X : y ∈ F (x ) } for all y ∈ Y.
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Moreover, if in addition G is a relation on Y to Z, then the composition relation G ◦ F of G and F can
be naturally defined such that ( G ◦ F )(x ) = F

[
G(x)

]
for all x ∈ X . Thus, we also have ( G ◦ F )( A ) =

G
[

F ( A )
]

for all A ⊂ X .
If d is a nonnegative function of X 2, then for each r > 0 we may naturally define two relations Bd

r and
B̄d

r on X such that

Bd
r (x) =

{
y ∈ X : d(x , y) < r

}
and B̄d

r (x) =
{

y ∈ X : d(x , y) ≤ r
}

for all x ∈ X .
In the distance space X (d) = (X , d) , the r–sized open and closed surroundings Bd

r and B̄d
r are usually

more convenient means, than the open and closed subsets of X (d) , or even the distance function d itself.
For instance, a function f of one distance space X (d) to another Y (ρ) can be easily seen to be uniformly

continuous if and only if for each ε > 0 there exists a δ > 0 such that

f ◦ Bd
δ ⊂ Bρ

ε ◦ f , or equivalently Bd
δ ⊂ f −1◦ Bρ

ε ◦ f .

To more nicely express this notion and some other more complicated ones, instead of the relator
Rd = { Bd

r : r > 0} , it is necessary to work with the various refinements and modifications of Rd considered
in [8] .

For instance, if R is a relator (relational system) on X to Y, then the relator

R∧ =
{

U ⊂ X×Y : ∀ x ∈ X : ∃ R ∈ R : R(x) ⊂ U(x)
}

may be naturally called the topological refinement or closure of R .
Thus, a pair (F , G ) of relations on one relator space (X , Y )(R) to another (Z , W )(S ) may be naturally

called topologically upper semicontinuous, resp. topologically mildly continuous if

S ∧ ◦ F ⊂
(

G ◦ R∧ )∧ , resp. G−1◦ S ∧ ◦ F ⊂ R∧ .

3 A few basic facts on translation relations

Definition 3.1. A relation R on a groupoid X is called a translation relation if for any x , y ∈ X we have

x + R(y) ⊂ R( x + y ) .

Remark 3.5. By using the notation u R v instead of v ∈ R(u) , the above inclusion can be expressed by saying
that y Rz implies (x + y)R ( x + z ) for all x ∈ X. Thus, in particular, the usual inequality relations < and ≤
on R are translation relations.

Remark 3.6. However, it is now more important to note that if p is a nonnegative function of a group X and

d ( x , y ) = p (−x + y )

for all x , y ∈ X, then the surroundings Bp
r = B

dp
r and B̄p

r = B̄
dp
r are translation relations on X.

To check the translation property of B p
r , note that if x , y ∈ X and z ∈ B p

r (y) , then p (−y + z ) =
d ( y , z ) < r , and thus

d ( x + y , x + z ) = p
(
−( x + y ) + x + z

)
= p (−y− x + x + z ) = p (−y + z ) < r .

Therefore, x + z ∈ B p
r ( x + y ) . Thus, x + B p

r (y) ⊂ B p
r ( x + y ) also holds.

The above facts and the following theorem has been first established in [13] .

Theorem 3.1. For a relation R on a group X, the following assertions are equivalent :

(1) R is a translation relation ;

(2) R (x ) = x + R (0) for all x ∈ X;

(3) R ( x + y ) = x + R (y) for all x , y ∈ X;

(4) R ( x + y ) ⊂ x + R (y) for all x , y ∈ X.
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Proof. For instance, if (4) holds, then

R (x ) = R ( x + 0 ) ⊂ x + R (0) = x + R (−x + x ) ⊂ x − x + R (x ) = R (x )

for all x ∈ X. Therefore, (2) also holds.

Remark 3.7. Now, in addition to Remark 3.6, we can also state that

B p
r ( x + y ) = x + B p

r (y) and B̄ p
r ( x + y ) = x + B̄ p

r (y)

for all x , y ∈ X.

Some further basic properties of the above surrounding can also be derived from the following theorems
of [13] .

Theorem 3.2. If R is a translation relation on a groupoid X, then for any A , B ⊂ X we have

A + R [ B ] ⊂ R [ A + B ] .

Moreover, if in particular X is a group, then the corresponding equality is also true.

Theorem 3.3. If R is a translation relation on a groupoid X, then R−1 is also a translation relation on X. Moreover,
if in particular X is a commutative group, then for any A ⊂ X we have

R−1 [ A ] = −R [−A ] .

Theorem 3.4. If R and S are translation relation on a groupoid X, then S ◦ R is also a translation relation on X.
Moreover, if in particular X is a commutative group, then for any A , B ⊂ X we have

( S ◦ R )[ A + B ] = R [ A ] + S [ B ] .

Remark 3.8. In this respect, it is also worth mentioning that the family of all translation relations on a groupoid
is also closed under complementation, and arbitrary unions and intersections.

4 A few basic facts on superadditive relations

Definition 4.2. A relation F on one groupoid X to another Y is called superadditive if for any x , y ∈ X we
have

F (x ) + F (y) ⊂ F ( x + y ) .

Remark 4.9. By using the notation u F v instead of v ∈ F (u) , the above inclusion can be expressed by saying
that x Fz and y Fw implies (x + y)F ( z + w ) . Thus, in particular, the usual inequality relations < and ≤
on R are superadditive relations.

Remark 4.10. It is clear that a reflexive and superadditive relation R on a groupoid X is a translation relation.
Moreover, by [16, Theorem 3.14] , a translation relation R on a commutative group X is superadditive if and
only if it is transitive.

Definition 4.3. A relation F on a group X to a groupoid Y with zero is called quasi-odd if for any x ∈ DF we
have

0 ∈ F(x) + F(−x ) .

Remark 4.11. Thus, a reflexive relation R on a group X is quasi-odd. Moreover, if F is an odd relation on one
group X to another Y in the sense that F (−x ) = −F (x ) for all x ∈ X, then F is in particular quasi-odd.

Now, as certain counterparts of Theorem 3.1, we can also prove the following two theorems.

Theorem 4.5. If F is a quasi-odd and superadditive relation on a group X to a monoid Y, then

F ( x + y ) = F (x ) + F (y)

for all x , y ∈ X with either x ∈ DF or y ∈ DF.
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Proof. If x ∈ DF , then 0 ∈ F(x) + F(−x ) ⊂ F(0) . Moreover,

F(x + y) ⊂ F(x) + F(−x ) + F(x + y) ⊂ F(x) + F(y)

for all y ∈ X . The case x ∈ X and y ∈ DF can be treated quite similarly.

Theorem 4.6. If F is a quasi-odd and superadditive relation on one group X to another Y then there exists a function
f on X to Y such that for all x ∈ X we have

F (x ) = f (x ) + F (0) and F(x ) = F (0) + f (x ) .

Proof. Now, for any x ∈ DF , we have 0 ∈ F (x ) + F (−x ) . Therefore, there exist y ∈ F (x ) and
z ∈ F (−x ) such that 0 = y + z . Hence, we can already infer that y = −z ∈ −F (−x ) . Therefore,
y ∈ F (x ) ∩

(
−F (−x )

)
, and thus F (x ) ∩

(
−F (−x )

)
6= ∅ . Hence, by the Axiom of Choice, it is clear

that there exists a function f of DF to Y such that f (x ) ∈ F (x ) ∩ (−F (−x ) , and thus f (x ) ∈ F (x ) and
f (x ) ∈ −F (−x ) for all x ∈ DF .

Now, if x ∈ DF, then we can see that f (x ) + F (0) ⊂ F (x ) + F (0) ⊂ F (x ) . Moreover, since − f (x ) ∈
F(−x ) , we can also see that

F (x ) ⊂ f (x )− f (x ) + F (x ) ⊂ f (x ) + F (−x ) + F (x ) ⊂ f (x ) + F(0) .

Therefore, F (x ) = f (x) + F (0) . Hence, since F (x ) = ∅ and f (x ) = ∅ if x ∈ X \DF , it is clear that the first
part of the required assertion is true. The second part can be proved quite similarly.

Remark 4.12. Note that if F is a relation on one group X to another Y and f is a selection function of F such
that either F or f is odd, then we also have − f (x ) ∈ F (−x ) for all x ∈ DF . Therefore, if in particular F is
superadditive, then by the above argument we also have F (x ) = f (x ) + F(0) for all x ∈ X.

Various conditions in order that a relation F could have an additive selection function f have been given
by several authors dealing with relational generalizations of the Hahn-Banach extension theorems and the
Hyers-Ulam stability theorems. ( For a rapid overview on the subjects, see [18] and the reference therein.)

The close relationship between translation and supperadditive relations can also be clarified by the follo-
wing generalization of [13, Theorem 4.8] .

Theorem 4.7. If F and G are superadditive relations of one groupoid X to another Y such that G ⊂ F , and S is a
translation relation on Y, then R = G−1◦ S ◦ F is a translation relation on X.

Proof. If x , y ∈ X and z ∈ R (y) , then by the corresponding definitions we also have

z ∈
(

G−1◦ S ◦ F
)
(y) = G−1 [

S
[

F (y)
]]

.

Thus, there exists w ∈ S
[

F (y)
]

such that z ∈ G−1(w) , and hence w ∈ G (z) . Consequently, we also have
G (z) ∩ S

[
F (y)

]
6= ∅ . Hence, since G (x ) 6= ∅ , it follows that(

G (x ) + G (z)
)
∩

(
G (x ) + S

[
F (y)

] )
6= ∅ .

Now, by using that G (x ) + G (z) ⊂ G ( x + z ) and

G (x ) + S
[

F (y)
]
⊂ F (x ) + S

[
F (y)

]
⊂ S

[
F (x ) + F (y)

]
⊂ S

[
F ( x + y )

]
,

we can see that
G ( x + z ) ∩ S

[
F ( x + y )

]
6= ∅ .

Thus, there exists ω ∈ S
[

F ( x + y )
]

such that ω ∈ G ( x + z ) , and hence x + z ∈ G−1 (ω ) . Consequently,
we also have

x + z ∈ G−1 [
S

[
F ( x + y )

] ]
=

(
G−1◦ S ◦ F

)
( x + y ) = R ( x + y ) .

Therefore, the inclusion x + R (y) ⊂ R ( x + y ) is also true.

Finally, we note that, analogously to the corresponding results of Section 3, the following theorems can
also be proved.
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Theorem 4.8. If F is a superadditive relation on one groupoid to another Y, then for any A , B ⊂ X we have

F [ A ] + F [ B ] ⊂ F [ A + B ] .

Remark 4.13. If in particular X and Y are groups, and F is in addition quasi-odd, then the corresponding
equality is also true with either A ⊂ DF or B ⊂ DF.

Theorem 4.9. If F is a superadditive relation on one groupoid to another Y, then F−1 is a superadditive relation on Y
to X.

Theorem 4.10. If F is a superadditive relation on one groupoid to another Y and G is a superadditive relation on Y to
another groupoid Z , then G ◦ F is a superadditive relation on X to Z.

Remark 4.14. In this respect, it is also worth noticing that if F and G are superadditive relations on a
groupoid X to a commutative semigroup Y, then their pointwise sum F + G is also a superadditive rela-
tion on X to Y .

Thus, in particular if f is an additive function on X to Y and Z is a subsemigroup of Y, then the relation
f + Z , defined such that ( f + Z )(x ) = f (x ) + Z for all x ∈ X, is an additive relation on X to Y. Note that,
by Theorems 3.1 and 4.6, some translation and superadditive relations are of the latter form.

5 A relational reformulation of Lemma 1.3

Now, by using our former results on translation and superadditive relations, we can prove the following

Lemma 5.5. Let X be a normed space over C , and assume that ϕ and ψ are linear functions of X to C such that

‖ ϕ ‖ = 1 and ‖ψ ‖ = 1 .

Moreover, assume that r > 0 and s > 0 such that(
B̄r ∩ ϕ−1

)
(0) ⊂

(
ψ−1 ◦ B̄rs

)
(0) . (5.3)

Then, there exists α ∈ C , with | α | = 1 , such that

( ϕ− α ψ ) ◦ B̄r ⊂ B̄2 rs◦ ( ϕ− α ψ ) . (5.4)

Proof. If x ∈ X such that
‖ x ‖ = 1 and ϕ(x) = 0 ,

then we also have
‖ r x ‖ = r ‖ x ‖ = r and ϕ ( r x ) = r ϕ(x) = 0 .

Hence, we can already infer that

r x ∈ B̄r(0) and r x ∈ ϕ−1(0) ,

and thus
r x ∈ B̄r(0) ∩ ϕ−1(0) =

(
B̄r ∩ ϕ−1

)
(0) ⊂

(
ψ−1 ◦ B̄rs

)
(0) = ψ−1[ B̄rs(0)

]
.

This implies that ψ( r x ) ∈ B̄rs(0) . Therefore,

r |ψ( x ) | = | r ψ(x) | = |ψ ( r x ) | ≤ r s , and thus |ψ( x ) | ≤ s .

Now, by Lemma 1.3, we can state that here exists α ∈ C , with | α | = 1 , such that under the notation

f = ϕ− α ψ

we have ‖ f ‖ ≤ 2 s . This implies that

| f (x ) | ≤ ‖ f ‖ ‖ x ‖ ≤ 2 s ‖ x ‖
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for all x ∈ X . Hence, if in particular

x ∈ B̄r(0) , and thus ‖ x ‖ ≤ r ,

we can see that
| f (x ) | ≤ 2 r s , and thus f (x ) ∈ B̄rs(0) .

Therefore, we also have

x ∈ f −1[ B̄2 rs(0)
]

= f −1 [
B̄2 rs

(
f (0)

)]
= f −1 [ (

B̄2 rs ◦ f
)
(0)

]
=

(
f −1 ◦ B̄2 rs ◦ f

)
(0) .

This proves that
B̄r(0) ⊂

(
f −1 ◦ B̄2 rs ◦ f

)
(0) .

Hence, by using Remark 3.6 and Theorems 3.1 and 4.7, we can already infer that

B̄r(x ) = x + B̄r(0) ⊂ x +
(

f −1 ◦ B̄2 rs ◦ f
)

(0) =
(

f −1 ◦ B̄2 rs ◦ f
)

(x ) = f −1 [ (
B̄2 rs ◦ f

)
(x )

]
,

and thus (
f ◦ B̄r

)
(x ) = f

[
B̄r(x )

]
⊂ f

[
f −1[ (

B̄2 rs ◦ f
)
(x )

] ]
⊂

(
B̄2 rs ◦ f

)
(x )

for all x ∈ X . Therefore, f ◦ B̄r ⊂ B̄2 rs ◦ f , and thus the required inclusion is also true.

Remark 5.15. The above proof shows that condition (5.3) can be weakened by requiring only that((
B̄r \ Br

)
∩ ϕ−1

)
(0) ⊂

(
ψ−1 ◦ B̄rs

)
(0)

The forthcoming Proposition 6.1 will shows that the latter inclusion is actually equivalent to condition (5.3).

6 Equivalent reformulations of condition (5.3)

Condition (5.3) can also be naturally weakened with the help of the following

Proposition 6.1. If ϕ and ψ are continuous and homogeneous functions of one normed space X to another Y, then
for any r > 0 and s > 0 the following inclusions are equivalent :

(a)
(

Br ∩ ϕ−1 )
(0) ⊂

(
ψ−1 ◦ B̄s

)
(0) ;

(b)
(

B̄r ∩ ϕ−1 )
(0) ⊂

(
ψ−1 ◦ B̄s

)
(0) ;

(c)
((

B̄r \ Br
)
∩ ϕ−1 )

(0) ⊂
(

ψ−1 ◦ B̄s
)
(0) .

Proof. Since B̄r = Br ∪
(

B̄r \ Br
)

, it is clear that (b) implies both (a) and (c) even if ϕ and ψ are arbitrary
relations. Therefore, we need only show that both (a) and (c) imply (b).

If x ∈
(

B̄r ∩ ϕ−1 )
(0) , then x ∈ B̄r(0) ∩ ϕ−1(0) , and thus

‖ x ‖ ≤ r and ϕ(x ) = 0 .

Hence, if x 6= 0 , then by taking
u = r ‖ x ‖−1 x ,

we can infer that

‖ u ‖ = r ‖ x ‖−1 ‖ x ‖ = r and ϕ(u) = r ‖ x ‖−1 ϕ(x ) = 0 .

This implies that

u ∈
(

B̄r(0) \ Br(0)
)
∩ ϕ−1(0) =

(
B̄r \ Br

)
(0) ∩ ϕ−1(0) =

((
B̄r \ Br

)
∩ ϕ−1

)
(0) .

Therefore, if (c) holds, then we also have

u ∈
(

ψ−1 ◦ B̄s

)
(0) = ψ−1 [

B̄s(0)
]

.
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This implies that ψ(u) ∈ B̄s(0) , and thus ‖ψ(u) ‖ ≤ s . Hence, we can infer that

‖ψ(x ) ‖ =
∥∥ ψ

(
r−1 ‖ x ‖ u

) ∥∥ = r−1 ‖ x ‖ ‖ψ(u) ‖ ≤ s ,

and thus ψ(x ) ∈ B̄s(0) . Moreover, we can note that ψ(0) = 0 ∈ B̄s(0) also holds. Therefore,

x ∈ ψ−1 [
B̄s(0)

]
=

(
ψ−1 ◦ B̄s

)
(0)

even if x = 0 . This shows that (c) implies (b) even if ϕ and ψ are only assumed to be homogeneous.
On the other hand, if x ∈

(
B̄r ∩ ϕ−1 )

(0) , and thus ‖ x ‖ ≤ r and ϕ(x ) = 0 , then by taking

xn = n ( n + 1 )−1 x

for each n ∈ N , we can see that

‖ xn ‖ = n ( n + 1 )−1‖ x ‖ < r and ϕ ( xn ) = n ( n + 1 )−1 ϕ(x ) = 0 .

This implies that
xn = Br(0) ∩ ϕ−1(0) =

(
Br ∩ ϕ−1

)
(0) .

Therefore, if (a) holds, then we also have

xn ∈
(

ψ−1 ◦ B̄rs

)
(0) = ψ−1 [

B̄s(0)
]

,

and thus ψ ( xn ) ∈ B̄s(0) . This implies that ‖ψ( xn ‖ ≤ s . Hence, by using that

lim
n→∞

xn = x , and thus lim
n→∞

ψ( xn ) = ψ(x ) ,

we can infer already that ‖ψ(x ) ‖ ≤ s . Therefore, ψ(x ) ∈ B̄s(0) , and thus x ∈
(

ψ−1 ◦ B̄s
)
(0) also

holds. This shows that (a) implies (b) even if ϕ and ψ are only assumed to be homogeneous and continuous,
respectively.

In this respect, it is also worth mentioning that we also have the following

Proposition 6.2. If ϕ is a continuous homogeneous functions of one normed space X to another Y, then for any r > 0
we have (

B̄r ∩ ϕ−1
)

(0) =
(

Br ∩ ϕ−1
)
(0) .

Proof. From the proof of the implication (a) =⇒ (b) we can see that(
B̄r ∩ ϕ−1

)
(0) ⊂

(
Br ∩ ϕ−1

)
(0)

even if ϕ is only assumed to be homogeneous.
Moreover, we can note that ϕ(0) = ϕ−1 [ {0} ] is a closed subset of X even if ϕ is only assumed to be

continuous. Thus, (
B̄r ∩ ϕ−1

)
(0) = B̄r(0) ∩ ϕ−1 (0)

is also a closed subset of X. Hence, it is clear that(
Br ∩ ϕ−1

)
(0) ⊂

(
B̄r ∩ ϕ−1

)
(0) =

(
B̄r ∩ ϕ−1

)
(0) ,

and thus the required equality is also true.

Remark 6.16. The latter proposition allows of a shorter proof of the implication (a) =⇒ (b) in Proposition
6.1.

Namely, if (a) holds, then by noticing that(
ψ−1 ◦ B̄s

)
(0) = ψ−1 [

B̄s (0)
]

is also a closed subset of X, we can at once see that(
B̄r ∩ ϕ−1

)
(0) =

(
Br ∩ ϕ−1

)
(0) ⊂

(
ψ−1 ◦ B̄s

)
(0) =

(
ψ−1 ◦ B̄s

)
(0) ,

and thus (b) also holds.
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7 Equivalent reformulations of inclusions (5.3) and (5.4)

Inclusions (5.3) and (5.4) can also be reformulated by using the following basic proposition whose proof is
included here only for the reader’s convenience.

Proposition 7.3. If Ψ is a relation on one set X to another Y, then

(a) ∆ X ⊂ Ψ−1 ◦Ψ if Ψ is total ;

(b) Ψ ◦Ψ−1 ⊂ ∆Y if Ψ is a function .

Proof. If Ψ is total, then for each x ∈ X there exists y ∈ Y such that y ∈ Ψ(x ) . Hence, it is clear that
x ∈ Ψ−1 (y) , and thus

x ∈ Ψ
[

Ψ−1 (x )
]

=
(

Ψ ◦Ψ−1 )
(x ) .

Therefore, (x , x ) ∈ Ψ ◦Ψ−1. This shows that (a) is true.
On the other hand, if (y , z) ∈ Ψ ◦Ψ−1, then we can note that

z ∈
(

Ψ ◦Ψ−1 )
(y) = Ψ

[
Ψ−1 (y)

]
.

Therefore, there exists x ∈ Ψ−1 (y) such that z ∈ Ψ(x ) . Hence, if Ψ is a function, we can already infer that
y = Ψ(x ) = z . Therefore, (b) is also true.

By this proposition, it is clear that in particular we also have the following

Proposition 7.4. If Ψ is a relation on one set X to another Y, then for any A ⊂ X and B ⊂ Y

(a) Ψ [ A ] ⊂ B implies A ⊂ Ψ−1 [ B ] if Ψ is total ;

(b) A ⊂ Ψ−1 [ B ] implies Ψ [ A ] ⊂ B if Ψ is a function .

Proof. If for instance Ψ [ A ] ⊂ B and Ψ is total, then Proposition 7.3 we have

A = ∆ X [ A ] ⊂
(

Ψ−1◦Ψ
)
[ A ] = Ψ−1 [

Ψ [ A ]
]
⊂ Ψ−1 [ B ] .

A simple application of this proposition gives the following

Proposition 7.5. If Ψ is a relation on one set X to another Y, and R and S are relations on X and Y, respectively,
then for any A ⊂ X

(1) ( Ψ ◦ R) [ A ] ⊂ S [ A ] implies R [ A ] ⊂
(

Ψ−1◦ S
)
[ A ] if Ψ is total ;

(2) R [ A ] ⊂
(

Ψ−1◦ S
)
[ A ] implies ( Ψ ◦ R) [ A ] ⊂ S [ A ] if Ψ is a function .

Proof. If for instance ( Ψ ◦ R) [ A ] ⊂ S [ A ] holds, then we also have Ψ
[

R [ A ]
]
⊂ S [ A ] . Hence, if Ψ is

total, then by using Proposition 7.4 we can infer that

R [ A ] ⊂ Ψ−1 [
S [ A ]

]
=

(
Ψ−1◦ S

)
[ A ] .

Remark 7.17. By this proposition, it is clear that condition (5.3) of Lemma 5.5 is equivalent to the inclusion(
ψ ◦

(
B̄r ∩ ϕ−1 ))

(0) ⊂ B̄rs(0) .

Moreover, by using Proposition 7.4, we can also easily establish the following

Proposition 7.6. If F is a relation on one set X to another Y, and R and S are relations on X and Y, respectively,
then for any A ⊂ X

(1) ( F ◦ R ) [ A ] ⊂ ( S ◦ F ) [ A ] implies R [ A ] ⊂
(

F−1◦ S ◦ R
)
[ A ] if F is total ;

(2) R [ A ] ⊂
(

F−1◦ S ◦ R
)
[ A ] implies ( F ◦ R ) [ A ] ⊂ ( S ◦ F ) [ A ] if F is a function .
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Proof. If for instance
(

F ◦R
)
[ A ] ⊂

(
S ◦ F

)
[ A ] holds, then we also have F

[
R [ A ]

]
⊂

(
S ◦ F

)
[ A ] . Hence,

if F is total, then by using Proposition 7.5 we can infer that

R [ A ] ⊂ F−1
[ (

F−1◦ S ◦ R
)
[ A ]

]
=

(
F−1◦ S ◦ R

)
[ A ] .

Remark 7.18. By this proposition, it is clear that conclusion (5.4) of Lemma 5.5 is equivalent to the inclusion

B̄r ⊂ ( ϕ− α ψ )−1◦ B̄2 rs◦ ( ϕ− α ψ ) .
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[8] G. Pataki and Á. Száz, A unified treatment of well-chainedness and connectedness properties, Acta Math. Acad.
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[14] Á. Száz, Preseminorm generating relations and their Minkowski functionals, Univ. Beograd., Publ. Elektotechn.
Fak., Ser. Mat. 12 (2001), 16–34.
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Abstract

This paper is mainly concerned with square-mean asymptotically almost automorphic mild solutions to
a class of non-autonomous stochastic differential equations in a real separable Hilbert space. Some existence
results of square-mean asymptotically almost automorphic mild solutions have been established by proper-
ties and composition theroems of square-mean asymptotically almost automorphic functions and fixed point
theorems.
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1 Introduction

In this paper, we study the existence of square-mean asymptotically almost automorphic solutions for the
following non-autonomous stochastic differential equations in the form{

dx(t) = A(t)x(t)dt + f (t, B1x(t))dt + g(t, B2x(t))dW(t), t ≥ 0,
x(0) = x0,

(1.1)

where A(t) : D(A(t)) ⊂ L2(, ) → L2(, ) is a family of densely defined closed linear operators satisfying the
so called “Acquistapace-Terreni” conditions, Bi, i = 1, 2 are bounded linear operators, and W(t) is a two
sided standard one-dimensional Brownian motion defined on the filtered probability space (Ω,F , ,Ft) where
Ft = σ{W(u) − W(v); u, v ≤ t}. x0 is an F0-adapted, -valued random variable independent of the Wiener
process W, and f , g : [0, +∞)× L2(, ) → L2(, ) are appropriate functions to be specified later.

The asymptotically almost automorphic functions were firstly introduced by G. M. N’Gu’er’ekata in [14].
Since then these functions have become of great interest to several mathematicians and generated lots of
developments and applications, we refer the reader to [3, 11, 12] and the references therein.

Recently, the existence of almost periodic, almost automorphic and pseudo almost automorphic solutions
to some stochastic differential equations have been considered in many publications such as [4, 5, 7, 8, 10, 18]
and references therein. In a very recent paper [8], the authors introduced a new concept of S2-almost automor-
phy for stochastic processes including a composition theorem. In paper [16], the authors introduced the notion
of square-mean asymptotically almost automorphic stochastic process and established some basic results not
only on the completeness of the space that consists of the square-mean asymptotically almost automorphic
processes but also on the composition of such processes. They apply this new concept to investigate the ex-
istence of square-mean asymptotically almost automorphic mild solutions to the following abstract stochastic

∗Corresponding author.
E-mail address: 1950290025@qq.com (Zhi-Hong Li), zhaozhihan841110@126.com (Zhi-Han Zhao).
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integro-differential equations{
dx(t) =

[
Ax(t) +

∫ t
0 B(t − s)x(s)ds

]
dt + f (t, x(t))dW(t), t ≥ 0,

x(0) = x0,

where A and B(t), t ≥ 0 are densely defined and closed linear operators in a Hilbert space L2(, ), and W(t) is
a two sided standard one-dimensional Brownian motion defined on the filtered probability space (Ω,F , ,Ft)
where Ft = σ{W(u) − W(v); u, v ≤ t}. x0 is an F0-adapted, -valued random variable independent of the
Wiener process W.

Motivated by the works [8, 11, 16, 17], the main purpose of this paper is to investigate the existence of
square-mean asymptotically almost automorphic mild solutions to the problems (1.1). The obtained results
can be seen as a contribution to this emerging field.

The present paper is organized as follows. In section 2, we introduce the notion of square-mean asymp-
totically almost automorphic processes and study some of their basic properties. In section 3, we prove the
existence of existence of square-mean asymptotically almost automorphic mild solutions to the problem (1.1).

2 Preliminary

In this section, we introduce some basic definitions, notations, lemmas and technical results which will
be used in the sequel. For more details on this section, we refer the reader to [7, 13].

Throughout the paper, we assume that (, ‖ · ‖, 〈·, ·〉) and (, ‖ · ‖, 〈·, ·〉) are two real separable Hilbert spaces.
Let (Ω,F , ) be a complete probability space. The notation L2(, ) stands for the space of all -valued random
variable x such that

E‖x‖2 =
∫

Ω
‖x‖2d < ∞.

For x ∈ L2(, ), let

‖x‖2 =
(∫

Ω
‖x‖2d

) 1
2

.

Then it is routine to check that L2(, ) is a Hilbert space equipped with the norm ‖ · ‖2. We let L(, ) denote
the space of all linear bounded operators from into , equipped with the usual operator norm ‖ · ‖L(,); in
particular, this is simply denoted by L() when = . The notation C0(R+; L2(, )) stands for the collection of all
bounded continuous stochastic processes ϕ from R+ into L2(, ) such that limt→+∞ E‖ϕ(t)‖2 = 0. Similarly,
C0(R+ × L2(, ); L2(, )) stands for the space of the continuous stochastic processes f : R+ × L2(, ) → L2(, ) such
that

lim
t→+∞

E‖ f (t, x)‖2 = 0

uniformly for x ∈ K, where K ⊂ L2(, ) is any bounded subset. In addition, W(t) is a two-sided standard one-
dimensional Brownian motion defined on the filtered probability space (Ω,F , ,Ft), where Ft = σ{W(u) −
W(v); u, v ≤ t}.

Definition 2.1. [13] A stochastic process x : R → L2(, ) is said to be stochastically continuous if

lim
t→s

E‖x(t)− x(s)‖2 = 0.

Definition 2.2. [9] A stochastically continuous stochastic process x : R → L2(, ), (t, x) → f (t, x) is said to be square-
mean almost automorphic if for every sequence of real numbers {s′n}n∈N, there exists a subsequence {sn}n∈N and a
stochastic process y : R → L2(, ) such that

lim
n→∞

E‖x(t + sn)− y(t)‖2 = 0 and lim
n→∞

E‖y(t − sn)− x(t)‖2 = 0

hold for each t ∈ R. The collection of all square-mean almost automorphic stochastic processes x : R → L2(, ) is denoted
by AA(R; L2(, )).
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Definition 2.3. [9] A function f : R × L2(, ) → L2(, ), (t, x) → f (t, x), which is jointly continuous, is said to be
square-mean almost automorphic if f (t, x) is square-mean almost automorphic in t ∈ R uniformly for all x ∈ K is any
bounded subset of L2(, ). That is to say, for every sequence of real numbers {s′n}n∈N, there exists a subsequence {sn}n∈N

and a function f̃ : R× L2(, ) → L2(, ) such that

lim
n→∞

E‖ f (t + sn, x)− f̃ (t, x)‖2 = 0 and lim
n→∞

E‖ f̃ (t − sn, x)− f (t, x)‖2 = 0

for each t ∈ R and each x ∈ K. Denote by AA(R× L2(, ); L2(, )) the set of all such functions.

Lemma 2.1. [13] (AA(R; L2(, )), ‖ · ‖∞) is a Banach space when it is equipped with the norm

‖x‖∞ := sup
t∈R

‖x(t)‖2 = sup
t∈R

(E‖x(t)‖2)
1
2 ,

for x ∈ AA(R; L2(, )).

Lemma 2.2. [9] Let f : R × L2(, ) → L2(, ), (t, x) → f (t, x) be square-mean almost automorphic, and assume that
f (t, ·) is uniformly continuous on each bounded subset K ⊂ L2(, ) uniformly for t ∈ R , that is for all ε > 0, there exists
δ > 0 such that x, y ∈ K and E‖x − y‖2 < δ imply that E‖ f (t, x)− f (t, y)‖2 < ε for all t ∈ R. Then for any square-
mean almost automorphic process x : R → L2(, ), the stochastic process F : R → L2(, ) given by F(·) := f (·, x(·)) is
square-mean almost automorphic.

Definition 2.4. [16] A stochastically continuous process f : R+ → L2(, ) is said to be square-mean asymptotically
almost automorphic if it can be decomposed as f = g + h, where g ∈ AA(R; L2(, )) and h ∈ C0(R+; L2(, )). Denote by
AAA(R+; L2(, )) the collection of all the square-mean asymptotically almost automorphic processes f : R+ → L2(, ).

Definition 2.5. [16] A function f : R+ × L2(, ) → L2(, ), (t, x) → f (t, x), which is jointly continuous, is said to be
square-mean asymptotically almost automorphic if it can be decomposed as f = g + h, where g ∈ AA(R× L2(, ); L2(, ))
and h ∈ C0(R+ × L2(, ); L2(, )). Denote by AAA(R+ × L2(, ); L2(, )) the set of all such functions.

Lemma 2.3. [16] If f , f1 and f2 are all square-mean asymptotically almost automorphic stochastic processes, then the
following hold true:
(I) f1 + f2 is square-mean asymptotically almost automorphic ;
(II) λ f is square-mean asymptotically almost automorphic for any scalar λ;
(III) There exists a constant M > 0 such that supt∈R+ E‖ f (t)‖2 ≤ M.

Lemma 2.4. [16] Suppose that f ∈ AAA(R+; L2(, )) admits a decomposition f = g + h, where g ∈ AA(R; L2(, ))
and h ∈ C0(R+; L2(, )). Then {g(t) : t ∈ R} ⊂ { f (t) : t ∈ R+}.

Corollary 2.1. [16] The decomposition of a square-mean asymptotically almost automorphic process is unique.

Lemma 2.5. [16] AAA(R+; L2(, )) is a Banach space when it is equipped with the norm:

‖ f ‖AAA(R+;L2(,)) := sup
t∈R

‖g(t)‖2 + sup
t∈R+

‖h(t)‖2,

where f = g + h ∈ AAA(R+; L2(, )) with g ∈ AA(R; L2(, )), h ∈ C0(R+; L2(, )).

Lemma 2.6. [16] AAA(R+; L2(, )) is a Banach space with the norm:

‖ f ‖∞ := sup
t∈R+

‖ f (t)‖2 = sup
t∈R+

(E‖ f (t)‖2)
1
2 .

Remark 2.1. [16] In view of the previous Lemmas it is clear that the two norms are equivalent in AAA(R+; L2(, )).

Lemma 2.7. [16] Let f ∈ AA(R × L2(, ); L2(, )) and let f (t, x) be uniformly continuous in any bounded subset
K ⊂ L2(, ) uniformly for t ∈ R+. Then f (t, x) is uniformly continuous in any bounded subset K ⊂ L2(, ) uniformly
for t ∈ R.

Lemma 2.8. [16] Let f ∈ AAA(R+ × L2(, ); L2(, )) and suppose that f (t, x) be uniformly continuous in any bounded
subset K ⊂ L2(, ) uniformly for t ∈ R+. If u(t) ∈ AAA(R+; L2(, )), then f (·, u(·)) ∈ AAA(R+; L2(, )).
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Lemma 2.9. Let L ∈ L(H) and assume that f ∈ AAA(R+; L2(, )). Then L f ∈ AAA(R+; L2(, )).

Proof. Since f ∈ AAA
(
R+; L2(, )

)
, we have by definition that f = g + h, where g ∈ AA

(
R; L2(, )

)
and

h ∈ C0
(
R+; L2(, )

)
. Then, by [6, Lemma 2.4], we see that Lg ∈ AA(R; L2(, )). On the other hand, since

L ∈ L(H), then we have
E‖Lh(t)‖2 ≤ ‖L‖2

L(H)E‖h(t)‖2

which shows that limt→+∞ E‖Lh(t)‖2 = 0, since h ∈ C0
(
R+; L2(, )

)
. Thus, L f ∈ AAA(R+; L2(, )). This ends

the proof.

The following Lemma hold by [1, Theorem 2.3] and [2].

Lemma 2.10. If the Acquistapace-Terreni conditions (ATCs) are satisfied, that is, there exists a constant K0 > 0 and a
set of real numbers α1, α2, · · · , αk, β1, · · · , βk with 0 ≤ βi < αi ≤ 2, i = 1, 2, · · · , k, such that

‖A(t)(λ − A(t))−1(A(t)−1 − A(s)−1)‖ ≤ K0

k

∑
i=1

(t − s)αi |λ|βi−1,

for t, s ∈ R, λ ∈ Sθ0\{0}, where

ρ(A(t)) ⊃ Sθ0 = {λ ∈ C : |argλ| ≤ θ0} ∪ {0}, θ0 ∈ (
π

2
, π)

and there exists a constant K1 ≥ 0 such that

‖(λ − A(t))−1‖ ≤ K1

1 + |λ|
, λ ∈ Sθ0 .

Then there exists a unique evolution family {U(t, s), t ≥ s > −∞} on L2(, ).

Throughout the rest of the paper we assume that (ATCs) are satisfied.

Definition 2.6. An Ft-adapted stochastic process x : [0, ∞) → L2(, ) is called a mild solution of problem (1.1) if
x(0) = x0 is F0-measurable and x(t) satisfies the corresponding stochastic integral equation

x(t) = U(t, 0)x0 +
∫ t

0
U(t, s) f (s, B1x(s))ds +

∫ t

0
U(t, s)g(s, B2x(s))dW(s).

for all t ≥ 0 and 0 ≤ s ≤ t.

3 Extension Principle

In this section, we establish the existence of square-mean asymptotically automorphic mild solutions to
(1.1). For that, we give the following assumptions:
(H1) The evolution family U(t, s) generated by A(t) is exponentially stable, that is, there exist M ≥ 1 and
δ > 0 such that ‖U(t, s)‖ ≤ Me−δ(t−s) for all t ≥ s.
(H2) U(t, s), t ≥ s, satisfies the condition that, for every sequence of real numbers {s′n}n∈N, there exists a
subsequence {sn}n∈N such that for any ε > 0, there exists an N ∈ N such that

‖U(t + sn, s + sn)−U(t, s)‖ ≤ εe−δ(t−s),

for all n > N and all t ≥ s, moreover

‖U(t − sn, s − sn)−U(t, s)‖ ≤ εe−δ(t−s),

for all n > N and all t ≥ s.
(H3) The operators Bi : L2(, ) → L2(, ) for i = 1, 2, are bounded linear operators and we let ω := maxi=1,2

{
‖Bi‖L(L2(,))

}
.

(H4) The functions f , g ∈ AAA(R+ × L2(, ); L2(, )) and there are positive numbers L f , Lg such that

E‖ f (t, ϕ)− f (t, ψ)‖2 ≤ L f E‖ϕ − ψ‖2,

and
E‖g(t, ϕ)− g(t, ψ)‖2 ≤ LgE‖ϕ − ψ‖2,

for all t ∈ R+ and ϕ, ψ ∈ L2(, ).
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Theorem 3.1. Assume that the conditions (H1)-(H4) are satisfied, then the problem (1.1) has a unique square-mean
asymptotically almost automorphic mild solution x(·) ∈ AAA(R+; L2(, )) provided that

L0 = M2ω2
[

2
δ2 L f +

1
δ

Lg

]
< 1.

Proof. Let Γ : AAA(R+; L2(, )) → AAA(R+; L2(, )) be the operator defined by

Γx(t) := U(t, 0)x0 +
∫ t

0
U(t, s) f (s, B1x(s))ds +

∫ t

0
U(t, s)g(s, B2x(s))dW(s), t ≥ 0.

Let us prove that Γx is well defined, for this, let x ∈ AAA(R+; L2(, )). We need to prove that Γx(t) ∈
AAA(R+; L2(, )). Let us consider the nonlinear operators Γ0, Γ1 and Γ2 acting on the Banach space AAA(R+; L2(, ))
defined by Γ0x(t) = U(t, 0)x0,

Γ1x(t) =
∫ t

0
U(t, s) f (s, B1x(s))ds and Γ2x(t) =

∫ t

0
U(t, s)g(s, B2x(s))dW(s)

respectively.
First, we will show that Γ1x(t) ∈ AAA(R+; L2(, )). Indeed, let x ∈ AAA

(
R+; L2(, )

)
, then s → Bix(s) is in

AAA
(
R+; L2(, )

)
as Bi ∈ L

(
L2(, )

)
, i = 1, 2. And hence, by Lemma 2.8, the functions s → f (s, B1x(s)) belongs

to AAA(R+; L2(, )). Then we let F(t) = f (t, B1x(t)) ∈ AAA(R; L2(, )). Now we can write F(t) = f1(t) + f2(t),
where f1(t) ∈ AA(R; L2(, )) and f2(t) ∈ C0(R+; L2(, )). Observe

Γ1x(t) =
∫ t

0
U(t, s) f1(s)ds +

∫ t

0
U(t, s) f2(s)ds

=
∫ t

−∞
U(t, s) f1(s)ds −

∫ 0

−∞
U(t, s) f1(s)ds +

∫ t

0
U(t, s) f2(s)ds

= γ1(t) + γ2(t),

where γ1(t) =
∫ t
−∞ U(t, s) f1(s)ds and γ2(t) =

∫ t
0 U(t, s) f2(s)ds −

∫ 0
−∞ U(t, s) f1(s)ds.

First we prove that γ1(t) ∈ AA(R; L2(, )). Let {s′n}n∈N be an arbitrary sequence of real numbers. Since
f1 ∈ AA(R; L2(, )), there exists a subsequence {sn}n∈N of {s′n}n∈N such that for a certain stochastic process f̃1

lim
n→∞

E‖ f1(t + sn)− f̃1(t)‖2 = 0 and lim
n→∞

E‖ f̃1(t − sn)− f1(t)‖2 = 0 (3.1)

hold for each t ∈ R. By condition (H2), for any ε > 0, there exists an N ∈ N such that for all n > N, it follows
that ‖U(t + sn, s + sn)‖ ≤ εe−δ(t−s) for all t ≥ s ∈ R. Moreover, if we let γ̃1(t) =

∫ t
−∞ U(t, s) f̃1(s)ds, then by

using Cauchy-Schwarz inequality, we have

E‖γ1(t + sn)− γ̃1(t)‖2

= E
∥∥∥∥∫ t+sn

−∞
U(t + sn, s) f1(s)ds −

∫ t

−∞
U(t, s) f̃1(s)ds

∥∥∥∥2

= E
∥∥∥∥∫ t

−∞
U(t + sn, s + sn) f1(s + sn)ds −

∫ t

−∞
U(t, s) f̃1(s)ds

∥∥∥∥2

≤ 2E
∥∥∥∥∫ t

−∞
[U(t + sn, s + sn)−U(t, s)] f1(s + sn)ds

∥∥∥∥2

+2E
∥∥∥∥∫ t

−∞
U(t, s)[ f1(s + sn)− f̃1(s)]ds

∥∥∥∥2

≤ 2ε2E
(∫ t

−∞
e−δ(t−s)‖ f1(s + sn)‖ds

)2

+2M2E
(∫ t

−∞
e−δ(t−s)‖ f1(s + sn)− f̃1(s)‖ds

)2
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≤ 2ε2
(∫ t

−∞
e−δ(t−s)ds

)(∫ t

−∞
e−δ(t−s)E‖ f1(s + sn)‖2ds

)
+2M2

(∫ t

−∞
e−δ(t−s)ds

)(∫ t

−∞
e−δ(t−s)E‖ f1(s + sn)− f̃1(s)‖2ds

)
≤ 2ε2

(∫ t

−∞
e−δ(t−s)ds

)2

sup
t∈R

E‖ f1(t + sn)‖2

+2M2
(∫ t

−∞
e−δ(t−s)ds

)
sup
t∈R

E‖ f1(t + sn)− f̃1(t)‖2

≤ 2
δ2 ε2 sup

t∈R

E‖ f1(t)‖2 +
2
δ2 M2 sup

t∈R

E‖ f1(t + sn)− f̃1(t)‖2

for all t ≥ s ∈ R and all n > N. Since f1(·) is bounded and satisfies (3.1), then we immediately obtain that

lim
n→∞

E‖γ1(t + sn)− γ̃1(t)‖2 = 0 for each t ∈ R.

A similar reasoning establishes that

lim
n→∞

E‖γ̃1(t − sn)− γ1(t)‖2 = 0 for each t ∈ R.

Thus we conclude that γ1(·) ∈ AA(R; L2(, )).
Next, let us show that γ2 ∈ C0(R+; L2(, )). Since f2 ∈ C0(R+; L2(, )), for any sufficiently small ε0 > 0, there

exists a constant T > 0 such that E‖ f2(s)‖2 ≤ ε0 for all s ≥ T. Then, for all t ≥ 2T, we obtain

E‖γ2(t)‖2 = E

∥∥∥∥∥
∫ t

2

0
U(t, s) f2(s)ds +

∫ t

t
2

U(t, s) f2(s)ds −
∫ 0

−∞
U(t, s) f1(s)ds

∥∥∥∥∥
2

≤ 3E

∥∥∥∥∥
∫ t

2

0
U(t, s) f2(s)ds

∥∥∥∥∥
2

+ 3E

∥∥∥∥∥
∫ t

t
2

U(t, s) f2(s)ds

∥∥∥∥∥
2

+ 3E

∥∥∥∥∥
∫ 0

−∞
U(t, s) f1(s)ds

∥∥∥∥∥
2

≤ 3EM2

(∫ t
2

0
e−δ(t−s)‖ f2(s)‖ds

)2

+ 3EM2

(∫ t

t
2

e−δ(t−s)‖ f2(s)‖ds

)2

+3EM2

(∫ 0

−∞
e−δ(t−s)‖ f1(s)‖ds

)2

≤ 3M2

(∫ t
2

0
e−δ(t−s)ds

)(∫ t
2

0
e−δ(t−s)E‖ f2(s)‖2ds

)

+3M2

(∫ t

t
2

e−δ(t−s)ds

)(∫ t

t
2

e−δ(t−s)E‖ f2(s)‖2ds

)

+3M2

(∫ 0

−∞
e−δ(t−s)ds

)(∫ 0

−∞
e−δ(t−s)E‖ f1(s)‖2ds

)

≤ 3M2

(∫ t
2

0
e−δ(t−s)ds

)2

sup
t∈R+

E‖ f2(t)‖2 + 3M2ε0

(∫ t

t
2

e−δ(t−s)ds

)2

+3M2

(∫ 0

−∞
e−δ(t−s)ds

)2

sup
t∈R

E‖ f1(t)‖2

≤ 3M2

δ2

[
e−

δt
2 − e−δt

]
sup
t∈R+

E‖ f2(t)‖2 +
3M2ε0

δ2

[
1− e−

δt
2

]
+

3M2e−δt

δ2 sup
t∈R+

E‖ f1(t)‖2

≤ 3M2

δ2 e−
δt
2 M f +

3M2ε0

δ2 +
3M2

δ2 Mge−δt.

where M f = supt∈R+ E‖ f2(t)‖2 and Mg = supt∈R E‖ f1(t)‖2. Therefore, the last estimation converges to zero
as t → +∞, since ε0 is arbitrary. Thus, it leads to limt→+∞ E‖γ2(t)‖2 = 0. Recalling that Γ1x(t) = γ1(t) + γ2(t)
for all t ≥ 0, we get Γ1x(t) ∈ AAA(R+; L2(, )).
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Now we prove that Γ2x(t) ∈ AAA(R+; L2(, )). Similarly, by using Lemma 2.8 one can easily see that
s → g(s, B2x(s)) is in AAA(R+; L2(, )) whenever B2x ∈ AAA(R+; L2(, )). Then we let G(t) = g(t, B2x(t)) =
g1(t) + g2(t) ∈ AAA(R+; L2(, )) where g1 ∈ AA(R; L2(, )) and g2 ∈ C0(R+; L2(, )), then

Γ2x(t) =
∫ t

0
U(t, s)g1(s)dW(s) +

∫ t

0
U(t, s)g2(s)dW(s)

=
∫ t

−∞
U(t, s)g1(s)dW(s)−

∫ 0

−∞
U(t, s)g1(s)dW(s) +

∫ t

0
U(t, s)g2(s)dW(s)

= M1(t) + N1(t),

where M1(t) =
∫ t
−∞ U(t, s)g1(s)dW(s) and N1(t) =

∫ t
0 U(t, s)g2(s)dW(s)−

∫ 0
−∞ U(t, s)g1(s)dW(s).

The next step we prove that M1(t) ∈ AA(R; L2(, )). Let {s′n}n∈N be an arbitrary sequence of real numbers.
Since g1 ∈ AA(R; L2(, )), there exists a subsequence {sn}n∈N of {s′n}n∈N such that for a certain stochastic
process g̃1

lim
n→∞

E‖g1(t + sn)− g̃1(t)‖2 = 0 and lim
n→∞

E‖g̃1(t − sn)− g1(t)‖2 = 0 (3.2)

hold for each t ∈ R and by condition (H2), for any ε > 0, there exists an N ∈ N such that for all n > N, it
follows that ‖U(t + sn, s + sn) − U(t, s)‖ ≤ εe−δ(t−s). Now, let W̃(σ) := W(σ + sn) − W(sn) for each σ ∈ R.
Note that W̃ is also a Brownian motion and has the same distribution as W. Moreover, if we let M̃1(t) =∫ t
−∞ U(t, s)g̃1(s)dW(s), then by making a change of variable σ = s − sn to get

E‖M1(t + sn)− M̃1(t)‖2

= E
∥∥∥∥∫ t+sn

−∞
U(t + sn, s)g1(s)dW(s)−

∫ t

−∞
U(t, s)g̃1(s)dW(s)

∥∥∥∥2

= E
∥∥∥∥∫ t

−∞
U(t + sn, σ + sn)g1(σ + sn)dW̃(σ)−

∫ t

−∞
U(t, σ)g̃1(σ)dW̃(σ)

∥∥∥∥2

≤ 2E
∥∥∥∥∫ t

−∞
[U(t + sn, σ + sn)−U(t, σ)]g1(σ + sn)dW̃(σ)

∥∥∥∥2

+2E
∥∥∥∥∫ t

−∞
U(t, σ)[g1(σ + sn)− g̃1(σ)]dW̃(σ)

∥∥∥∥2

.

Thus using an estimate on the Ito integral established in [15], we obtain that

E‖M1(t + sn)− M̃1(t)‖2

≤ 2
∫ t

−∞
‖U(t + sn, σ + sn)−U(t, σ)‖2E‖g1(σ + sn)‖2dσ

+2
∫ t

−∞
‖U(t, σ)‖2E‖g1(σ + sn)− g̃1(σ)‖2dσ

≤ 2ε2
∫ t

−∞
e−2δ(t−σ)E‖g1(σ + sn)‖2dσ

+2M2
∫ t

−∞
e−2δ(t−σ)E‖g1(σ + sn)− g̃1(σ)‖2dσ

≤ 1
δ

ε2 sup
t∈R

E‖g1(t)‖2 +
1
δ

M2 sup
t∈R

E‖g1(σ + sn)− g̃1(σ)‖2,

for all t ≥ s and all n > N. Since g1(·) is bounded and satisfies (3.2), then we immediately obtain that

lim
n→∞

E‖M1(t + sn)− M̃1(t)‖2 = 0 for all t ∈ R.

Arguing in a similar way, we infer that limn→∞ E‖M̃1(t − sn)− M1(t)‖2 = 0, for all t ∈ R. This implies that
M1(t) ∈ AA(R; L2(, )).

The next step consists of showing that N1(t) ∈ C0(R+; L2(, )), since g2 ∈ C0(R+; L2(, )), for any sufficient
small ε0 > 0, there exists a constant T > 0 such that E‖g2(s)‖2 ≤ ε0 for all s ≥ T. Then, for all t ≥ 2T, we
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obtain

E‖N1(t)‖2

= E

∥∥∥∥∥
∫ t

2

0
U(t, s)g2(s)dW(s) +

∫ t

t
2

U(t, s)g2(s)dW(s)−
∫ 0

−∞
U(t, s)g1(s)dW(s)

∥∥∥∥∥
2

≤ 3E

(∫ t
2

0
‖U(t, s)g2(s)‖2ds

)
+ 3E

(∫ t

t
2

‖U(t, s)g2(s)‖2ds

)

+3E

(∫ 0

−∞
‖U(t, s)g1(s)‖2ds

)

≤ 3M2
∫ t

2

0
e−2δ(t−s)E‖g2(s)‖2ds + 3M2

∫ t

t
2

e−2δ(t−s)E‖g2(s)‖2ds

+3M2
∫ 0

−∞
e−2δ(t−s)E‖g1(s)‖2ds

≤ 3M2

2δ
[e−δt − e−2δt] sup

t∈R+
E‖g2(s)‖2ds +

3M2

2δ
[1− e−δt]ε0

+
3M2

2δ
e−2δt sup

t∈R

E‖g1(s)‖2ds

≤ 3M2

2δ
e−δt Mu +

3M2

2δ
ε0 +

3M2

2δ
Mve−2δt

where Mu = supt∈R+ E‖g2(t)‖2 and Mv = supt∈R E‖g1(t)‖2. Therefore, the last estimation converges to zero
as t → +∞ since ε0 is arbitrary. Thus, it leads to limt→+∞ E‖N1(t)‖2 = 0. Recalling that Γ2x(t) = M1(t)+ N1(t)
for all t ≥ 0, we get Γ2x(t) ∈ AAA(R+; L2(, )).

On the other hand, since the evolution family U(t, s) is exponentially stable, it follows that limt→+∞ E‖Γ0x(t)‖2 =
0. Thus, Γx(·) ∈ AAA(R+; L2(, )). Hence, in view of the above, it is clear that Γ maps AAA(R+; L2(, )) into
itself.

Now to complete the proof, we have to prove that Γ is a contraction mapping on AAA(R+; L2(, )). Indeed,
for each x(t), y(t) ∈ AAA(R+; L2(, )), we see that

E‖(Γx)(t)− (Γy)(t)‖2

= E
∥∥∥∥∫ t

0
U(t, s)[ f (s, B1x(s))− f (s, B1y(s))]ds +

∫ t

0
U(t, s)[g(s, B2x(s))− g(s, B2y(s))]dW(s)

∥∥∥∥2

≤ 2E
∥∥∥∥∫ t

0
U(t, s)[ f (s, B1x(s))− f (s, B1y(s))]ds

∥∥∥∥2

+2E
∥∥∥∥∫ t

0
U(t, s)[g(s, B2x(s))− g(s, B2y(s))]dW(s)

∥∥∥∥2

≤ 2M2E
(∫ t

0
e−δ(t−s)‖ f (s, B1x(s))− f (s, B1y(s))‖

)2

+2E
(∫ t

0
‖U(t, s)[g(s, B2x(s))− g(s, B2y(s))]‖2ds

)
≤ 2M2E

[(∫ t

0
e−δ(t−s)ds

)(∫ t

0
e−δ(t−s)‖ f (s, B1x(s))− f (s, B1y(s))‖2ds

)]
+2M2

∫ t

0
e−2δ(t−s)E‖g(s, B2x(s))− g(s, B2y(s))‖2ds

≤ 2M2L f

(∫ t

0
e−δ(t−s)ds

)(∫ t

0
e−δ(t−s)E‖B1x(s)− B1y(s)‖2ds

)
+2M2Lg

∫ t

0
e−2δ(t−s)E‖B2x(s)− B2y(s)‖2ds
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≤ 2M2L f w2
(∫ t

0
e−δ(t−s)ds

)2

sup
t∈R+

E‖x(t)− y(t)‖2

+2M2Lgw2
(∫ t

0
e−2δ(t−s)ds

)
sup
t∈R+

E‖x(t)− y(t)‖2

≤ 2M2

δ2 L f w2 sup
t∈R+

E‖x(t)− y(t)‖2 +
M2

δ
Lgw2 sup

t∈R+
E‖x(t)− y(t)‖2

≤ M2w2
[

2
δ2 L f +

1
δ

Lg

]
sup
t∈R+

E‖x(t)− y(t)‖2,

that is,
‖(Γx)(t)− (Γy)(t)‖2

2 ≤ L0 sup
t∈R+

E‖x(t)− y(t)‖2. (3.3)

Note that

sup
t∈R+

‖x(t)− y(t)‖2
2 ≤

(
sup
t∈R+

‖x(t)− y(t)‖2

)2

, (3.4)

and (3.3) together with (3.4) gives, for each t ∈ R.

‖(Γx)(t)− (Γy)(t)‖2 ≤
√

L0‖x − y‖∞.

Hence, we obtain
‖Γx − Γy‖∞ = sup

t∈R+
‖(Γx)(t)− (Γy)(t)‖2 ≤

√
L0‖x − y‖∞.

which implies that Γ is a contraction by (3.1). So by the Banach contraction principle, we conclude that there
exists a unique fixed point x(·) for Γ in AAA(R+; L2(, )) such that Γx = x, that is

x(t) = U(t, 0)x0 +
∫ t

0
U(t, s) f (s, B1x(s))ds +

∫ t

0
U(t, s)g(s, B2x(s))dW(s)

for all t ∈ R+. It is clear that x is a square-mean asymptotically almost automorphic mild solution of Eq. (1.1).
The proof is now completed.
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Abstract

This paper studies the distributive lattice under the rough set environment and thereby forms a concept
of rough distributive lattice. We have discussed the properties of lattice theory in the approximation space
and defined rough lattice, rough sublattice and complete rough lattice. We have defined approximation space
by using an equivalence relation and then present rough set as a pair of two ordinary sets namely lower and
upper approximation sets in the approximation space. The objective of this paper is to study the lattice theory
based on rough set by using indiscernibility relation. Some important result are proved. Finally we cite some
examples to illustrate the definitions and theories.
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1 Introduction

The concept of rough set was introduced by Pawlak [1] which is a mathematical tool for systematic study
of incomplete knowledge. The basic notions of rough set include rough set approximations and information
systems. In Pawlak’s rough set the approximations are constructed by equivalence classes of an equivalence
relation. For every rough set we associate two crisp sets, called lower and upper approximation sets and
viewed as the set of elements which certainly and possibly belong to the set. J. Pomykala and J. A. Pomykala
[7] showed that set of rough sets form a stone algebra. Davey and Priestly [4] introduced the concept of lattice
theory and order. Iwinski [2] defined rough lattice and order without using any concept of indiscernibility of
rough set. Rana and Roy [8] introduced rough set approach on lattice. Most of these are motivated to form
lattice by inducing some order relation on rough sets. That is rough set is used as an example of lattice. But
rough set is the generalization of ordinary set and therefore one of the main directions of the paper is to study
the algebraic structure (lattice) based on rough set.

2 Basic Concept and Definitions

In this section, we give some basic properties and definitions related to lattice under the light of rough set
environment which will be needed in the following sections. Let ρ be an equivalence relation defined over a
set U.

Definition 2.1. An equivalence class of x(∈ U) is denoted by [x]ρ and defined as follows: [x]ρ = {y ∈ U : (x, y) ∈ ρ}.

Definition 2.2. The sets A?(X) = {x ∈ U : [x]ρ ⊆ X} and A?(X) = {x ∈ U : [x]ρ ∩ X 6= φ} are respectively
called lower and upper approximations of X ⊆ U. The pair S = (U, ρ) is called an approximation space and the pair
(A?(X), A?(X)) is called the rough set of X in S and is denoted by A(X). The difference B(X) = A?(X)− A?(X) is
called boundary region of X and treated as the area of uncertainty.
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Definition 2.3. The cartesian product of two rough sets A(X) = (A?(X), A?(X)) and A(Y) = (A?(Y), A?(Y) is
denoted by A(X)× A(Y) and defined as follows:
A(X)× A(Y) = {(x, y) : x ∈ A?(X) and y ∈ A?(Y)}

Definition 2.4. A rough set A(Y) is said to be rough subset of a rough set A(X) if A?(Y) ⊆ A?(X) and A?(Y) ⊆
A?(X) and it is denoted by A(Y) ⊆ A(X).

Definition 2.5. [3] A poset (L,≤) is called a meet-semilattice if for all a, b ∈ L, In f {a, b} exists. The definition of
join-semilattice is dual one.

Definition 2.6. [3] A non-empty set L together with two binary operations ‘∨’ and ‘∧’ is said to form a lattice if
∀a, b, c ∈ L, the following conditions hold:
1. a ∧ a = a, a ∨ a = a (Idempotency)
2. a ∧ b = b ∧ a, a ∨ b = b ∨ a (Commutativity)
3. a ∧ (b ∧ c) = (a ∧ b) ∧ c, a ∨ (b ∨ c) = (a ∨ b) ∨ c (Associativity)
4. a ∧ (a ∨ b) = a, a ∨ (a ∧ b) = a (Absorption).

Definition 2.7. [3] A lattice L is said to be complete lattice if for every non-empty subset X of L has a least upper bound
and greatest lower bound in X.

Definition 2.8. [3] A lattice L is said to be modular lattice if ∀x, y, z ∈ L with x ≥ y such that x∧ (y∨ z) = y∨ (x∧ z).

Definition 2.9. [3] A lattice L is said to be distributive lattice if ∀x, y, z ∈ L, x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).

Now we state two well known lemmas without proof.

Lemma 2.1. A sublattice of a distributive lattice is distributive.

Lemma 2.2. A distributive lattice is always modular.

2.1 Rough Lattice

In this section we present rough lattice and some properties of them based on Pawlak’s notion of roughness.
Let < L,∨,∧ > be a lattice with two binary operations ‘∨’ and ‘∧’ defined over L and also let S = (L, ρ) be an
approximation space. Let X ⊆ U and A(X) = (A?(X), A?(X)) be the rough set of X in S.

Definition 2.10. A(X) is said to be rough join semi-lattice if x ∨ y ∈ A?(X), ∀ x, y ∈ X.
A(X) is said to be rough meet semi-lattice if x ∧ y ∈ A?(X), ∀x, y ∈ X.

Definition 2.11. A(X) is said to be rough lattice in S[= (L, ρ)] with respect to the operations ‘∨’ and ‘∧’ if ∀ x, y ∈ X
(i) x ∨ y ∈ A?(X)
(ii) x ∧ y ∈ A?(X)

A rough lattice < A(X),∨,∧ > satisfy the following properties ∀x, y, z ∈ X:
(i) x ∨ x = x and x ∧ x = x (Idempotency )
(ii) x ∨ y = y ∨ x and x ∧ y = y ∧ x (Commutativity)
(iii) x ∧ (y ∧ z) = (x ∧ y) ∧ z and x ∨ (y ∨ z) = (x ∨ y) ∨ z (Associativity)
(iv) x ∨ (x ∧ y) = x and x ∧ (x ∨ y) = x (Absorption)
(v) x ≤ y ⇔ x ∧ y = x ⇔ x ∨ y = y (Consistency)

Proposition 2.1. If A(X) = (A?(X), A?(X)) is a rough lattice in an approximation space S[= (L, ρ)] such that
A?(X) = X, then A?(X) is a sublattice of L.

Proof. Since A(X) = (A?(X), A?(X)) is a rough lattice in the approximation space S[= (L, ρ)], therefore clearly,
∀x, y ∈ A?(X), x ∨ y ∈ A?(X) and x ∧ y ∈ A?(X). Hence the proved.

Proposition 2.2. If L is a distributive lattice and A(X) is a rough lattice in S[= (L, ρ)] such that A?(X) = X then
A?(X) is a distributive lattice.
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Proof. Since A?(X) = X and A(X) is a rough lattice, therefore by Proposition 2.1, A?(X) is a sublattice of L
and hence by Lemma 2.1, A?(X) is a distributive lattice.

Definition 2.12. A rough subset A(Y) of a rough lattice A(X) in an approximation space S[= (L, ρ)] is said to be
rough sublattice if A(Y) itself form a rough lattice with respect to the same operations.

Definition 2.13. A rough lattice A(X) under an approximation space S = (L, ρ) is said to be a complete rough lattice
if every non-empty subset of X has least upper bound and greatest lower bound in A?(X).

Proposition 2.3. A rough lattice A(X) under an approximation space S[= (L, ρ)] is complete rough lattice if A?(X)
is a complete sublattice of L.

Proof. Let A?(X) is a complete sublattice of L. Then every non-empty subset of A?(X) has a least upper bound
and greatest lower bound in A?(X). Since X is a non-empty subset of A?(X), therefore X has a least upper
bound and greatest lower bound in A?(X). Hence A(X) is a complete rough lattice.

Definition 2.14. Let < A(X),∨,∧ > is a rough lattice under an approximation space S[= (L, ρ)], then < A(X),∨,∧ >

is said to be rough modular lattice (RML) if ∀ x, y, z ∈ A?(X) with x ≥ y, x ∧ (y ∨ z) = y ∨ (x ∧ z).

2.2 Rough Distributive Lattice

Definition 2.15. Let < A(X),∨,∧ > is a rough lattice under an approximation space S[= (L, ρ)], then < A(X),∨,∧ >

is said to be rough distributive lattice (RDL) if ∀ x, y, z ∈ A?(X), x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).

Example 2.1. The set L = {1, 2, 4, 5, 10, 20} of factors of 20 form a lattice where the operators ‘∨’ and ‘∧’ are defined
as a ∨ b =least common multiple of {a, b} and a ∧ b =greatest common divisor of {a, b} and the order relation is
divisibility. Let us consider an equivalence relation ρ on L by xρy iff “x is congruent to y modulo 2” ∀x, y ∈ L. Let
X = {2, 4}. Then A?(X) = φ and A?(X) = {2, 4, 10, 20}. Clearly A(X) is rough lattice. Also ∀x, y, z ∈ A?(x),
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z). Therefore A(X) is a RDL.

Proposition 2.4. Rough sublattice of a RDL is RDL.

Proof. Let A(X) is a RDL and A(Y) is a rough sublattice of A(X). Therefore A?(Y) ⊆ A?(X) and hence if
x, y, z ∈ A?(Y) then x, y, z ∈ A?(X) and since A(X) is RDL, therefore,x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z). Therefore
if x, y, z ∈ A?(Y), x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).

Proposition 2.5. If L is a distributive lattice and A(X) is a rough lattice then A(X) is a RDL.

Proof. Since A(X) is a rough lattice, A?(X) ⊆ L. Therefore ∀x, y, z ∈ A?(X) imply, x, y, z ∈ L and since L is
distributive, x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z). Therefore ∀x, y, z ∈ A?(X), x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) i.e, A(X)
is a RDL.

Proposition 2.6. If A(X) is a RDL in S = (L, ρ) and ifA?(X) = X then X is distributive sublattice of L and
vice-versa.

Proof. Since A(X) is RDL and A?(X) = X, therefore ∀x, y, z ∈ A?(X) = X,
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z). Also by proposition 2.1 A?(X) is sublattice of L and since sublattice of a
distributive lattice is distributive, therefore A?(X) = X is distributive sublattice of L.
Conversely, let A?(X) = X is distributive sublattice of L. Therefore A?(X) is rough lattice with x ∧ (y ∨ z) =
(x ∧ y) ∨ (x ∧ z), ∀x, y, z ∈ A?(X). So A(X) is RDL.

Proposition 2.7. Two rough lattices A(X) and A(Y) are RDL iff A(X)× A(Y) is RDL.

Proof. Let A(X) and A(Y) be RDL and also let A(X) = (A?(X), A?(X)) and A(Y) = (A?(Y), A?(Y)). Let
(x1, y1), (x2, y2), (x3, y3) ∈ A?(X)× A?(Y). Then x1, x2, x3 ∈ A?(X) and y1, y2, y3 ∈ A?(Y). Therefore

(x1, y1) ∧ {(x2, y2) ∨ (x3, y3)} = (x1 ∧ (x2 ∨ x3), y1 ∧ (y2 ∨ y3))

= ((x1 ∧ x2) ∨ (x1 ∧ x3), (y1 ∧ y2) ∨ (y1 ∧ y3))

= (x1 ∧ x2, y1 ∧ y2) ∨ (x1 ∧ x3, y1 ∧ y3)

= {(x1, y1) ∧ (x2, y2)} ∨ {(x1, y1) ∧ (x3, y3).
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Hence A(X)× A(Y) is RDL.
Conversely, let A(X)×A(Y) be RDL. Let x1, x2, x3 ∈ A?(X) and y1, y2, y3 ∈ A?(Y). Then (x1, y1), (x2, y2), (x3, y3) ∈
A?(X)× A?(Y). As A(X)× A(Y) is RDL, therefore

(x1, y1) ∧ {(x2, y2) ∨ (x3, y3)} = {(x1, y1) ∧ (x2, y2)} ∨ {(x1, y1) ∧ (x3, y3)}
i.e (x1, y1) ∧ (x2 ∨ x3, y2 ∨ y3) = (x1 ∧ x2, y1 ∧ y2) ∨ (x1 ∧ x3, y1 ∧ y3)

or, (x1 ∧ (x2 ∨ x3), y1 ∧ (y2 ∨ y3)) = ((x1 ∧ x2) ∨ (x1 ∧ x3), (y1 ∧ y2)g ∨ (y1 ∧ y3)).

Which gives x1 ∧ (x2 ∨ x3) = (x1 ∧ x2) ∨ (x1 ∧ x3) and y1 ∧ (y2 ∨ y3) = y1 ∧ y2) ∨ (y1 ∧ y3). This imply A(X)
and A(Y) are RDL.

Proposition 2.8. Every RDL is RML but converse is not true.

Proof. Let A(X) is a RDL. Therefore x, y, z ∈ A?(Y), x ∧ (y∨ z) = (x ∧ y)∨ (x ∧ z). If x ≥ y and x, y, z ∈ A?(Y),
then x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) = y ∨ (x ∧ z). Hence A(X) is a RDL.
The converse is not true which is illustrated by the following example:

Example 2.2. Let K4 = {e, a, b, c} be the Klein’s four group. Let L be the set of all subgroups of K4. Then L =
{{e}, {e, a}, {e, b}, {e, c}, K4}. L forms a lattice under set inclusion and the operations ‘∨’ and ‘∧’ are defined by
A ∨ B = A ∪ B and A ∧ B = A ∩ B, ∀A, B ∈ L. Let us consider an equivalence relation ρ on L defined by
AρB iff O(A) = O(B) ∀A, B ∈ L. Let X = {{e}, {e, a}, {K4}}. Then A?(X) = {{e}, {K4}} and A?(X)) =
{{e}, {e, a}, {e, b}, {e, c}, {K4}}. Clearly, A(X) is a rough modular lattice but A(X) is not rough distributive lattice.

3 Conclusion

In this paper the concept of rough distributive lattice is introduced based on Pawlak’s indiscernibility
relation. At first we construct rough lattice in an approximation space and then we study various properties of
them compare to ordinary lattice. Our rough lattice(as we defined) is a rough set with two binary operations
and it behaves in a lattice like manner within the rough boundary. As we defined RDL it is seen that the
distributivity property of lattice is extended to the area of uncertainty. So we may use lattice structure when
the elements of the set are not crisp.
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Abstract

In this paper, we shall deal with µ-pseudo almost automorphic solutions to the nonautonomous semilinear
evolution equations: u′(t) = A(t)u(t) + f (t, u(t− h)), t ∈ R in a Banach space X, where A(t), t ∈ R generates
an exponentially stable evolution family {U(t, s)} and f : R×X → X is a µ-pseudo almost automorphic
function satisfying some suitable conditions. We obtain our main results by properties of µ-pseudo almost
automorphic functions combined with theories of exponentially stable evolution family.
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1 Introduction

This paper is mainly concerned with the existence of µ-pseudo almost automorphic mild solutions to the
following nonautonomous semilinear evolution equations such as

u′(t) = A(t)u(t) + f (t, u(t− h)), t ∈ R, (1.1)

where h ≥ 0 is a fixed constant, and {A(t)}t∈R satisfies the Acquistapace-Terreni condition in [1].
The concept of almost automorphy was first introduced in the literature by Bochner [2, 3], it is an impor-

tant generalization of the classical almost periodicity. For more details about this topic we refer the reader
to [4–6]. Since then, there have been several interesting, natural and powerful generalizations of the classical
almost automorphic functions. The concept of asymptotically almost automorphic functions was introduced
by N’Guérékata in [7]. Liang, Xiao and Zhang in [8, 9] presented the concept of pseudo almost automorphy. In
[10], N’Guérékata and Pankov introduced the concept of Stepanov-like almost automorphy and applied this
concept to investigate the existence and uniqueness of an almost automorphic solution to the autonomous
semilinear equation. Blot et al. introduced the notion of weighted pseudo almost automorphic functions with
values in a Banach space in [11], which generalizes that of pseudo-almost automorphic functions. Zhang et
al. investigated some properties and new composition theorems of Stepanov-like weighted pseudo almost
automorphic functions in [12, 13]. Recently, Blot, Cieutat and Ezzinbi in [14] applied the measure theory
to define an ergodic function and they investigate many powerful properties of µ-pseudo almost automor-
phic functions, and thus the classical theory of pseudo almost automorphy becomes a particular case of this
approach.

In [15], the authors studied the existence and uniqueness of Stepanov-like almost solutions to Eq. (1.1).
However, few results are available for µ-pseudo asymptotic behavior of solutions to the nonautonomous
semilinear evolution equation (1.1). Inspired by the methods in [14, 15], the main aim of the present paper is
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to investigate µ-pseudo behavior of solutions to the problem (1.1). Some sufficient conditions are established
via composition theorems of µ-pseudo almost automorphic functions combined with theories of exponentially
stable evolution family.

The rest of this paper is organized as follows. In section 2, we introduce some basic definitions, lemmas,
and preliminary results which will be used throughout this paper. In section 3, we prove the existence of
µ-pseudo almost automorphic mild solutions to the nonautonomous semilinear evolution equation (1.1).

2 Preliminary

In this section, we fix some basic definitions, notations, lemmas and preliminary facts which will be used
in the sequel. Throughout the paper, the notation (X, ‖ · ‖) is a complex Banach space and BC(R, X) denotes
the Banach space of all bounded continuous functions from R to X, equipped with the supremum norm
‖ f ‖∞ = supt∈R ‖ f (t)‖.

Throughout this work, we denote by B the Lebesgue σ-field of R and byM the set of all positive measures
µ on B satisfying µ(R) = +∞ and µ([a, b]) < +∞, for all a, b ∈ R(a < b).

Definition 2.1. [3] A continuous function f : R → X is said to be almost automorphic if for every sequence of real
numbers {s′n}n∈N there exists a subsequence {sn}n∈N such that

g(t) := lim
n→∞

f (t + sn)

is well defined for each t ∈ R, and
lim

n→∞
g(t− sn) = f (t)

for each t ∈ R. The collection of all such functions will be denoted by AA(R, X).

Definition 2.2. [16] A continuous function f : R×R → X is said to be bi-almost automorphic if for every sequence
of real numbers {s′n}n∈N there exists a subsequence {sn}n∈N such that

g(t, s) := lim
n→∞

f (t + sn, s + sn)

is well defined for each t, s ∈ R, and
lim

n→∞
g(t− sn, s− sn) = f (t, s)

for each t, s ∈ R. The collection of all such functions will be denoted by bAA(R×R, X).

Define

PAA0(R, X) :=
{

φ ∈ BC(R, X) : lim
T→∞

1
2T

∫ T

−T
‖φ(σ)‖dσ = 0

}
.

In the same way, we define by PAA0(R×X, X) as the collection of jointly continuous functions f : R×X→ X

which belong to BC(R×X, X) and satisfy

lim
T→∞

1
2T

∫ T

−T
‖φ(σ, x)‖dσ = 0

uniformly in compact subset of X.

Definition 2.3. [16, 17] A continuous function f : R → X (respectively R × X → X) is called pseudo-almost
automorphic if it can be decomposed as f = g + φ, where g ∈ AA(R, X)(respectively AA(R × X, X)) and φ ∈
PAA0(R, X)(respectively PAA0(R × X, X)). Denote by PAA(R, X) (respectively PAA(R × X, X)) the set of all
such functions.

Definition 2.4. [14] Let µ ∈ M. A bounded continuous function f : R→ X is said to be µ-ergodic if

lim
r→+∞

1
µ([−r, r])

∫
[−r,r]

‖ f (t)‖dµ(t) = 0.

We denote the space of all such functions by ε(R, X, µ).
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Definition 2.5. [14] Let µ ∈ M. A continuous function f : R→ X is said to be µ-pseudo almost automorphic if f is
written in the form: f = g + φ, where g ∈ AA(R, X) and φ ∈ ε(R, X, µ). We denote the space of all such functions
by PAA(R, X, µ).

Obviously, we have AA(R, X) ⊂ PAA(R, X, µ) ⊂ BC(R, X).

Lemma 2.1. [14, Proposition 2.13] Let µ ∈ M. Then (ε(R, X, µ), ‖ · ‖∞) is a Banach space.

Lemma 2.2. [14, Theorem 4.1] Let µ ∈ M and f ∈ PAA(R, X, µ) be such that f = g + φ, where g ∈ AA(R, X)

and φ ∈ ε(R, X, µ). If PAA(R, X, µ) is translation invariant, then {g(t) : t ∈ R} ⊂ { f (t) : t ∈ R}, (the closure of
the range of f ).

Lemma 2.3. [14, Theorem 2.14] Let µ ∈ M and I be the bounded interval (eventually I = ∅). Assume that f ∈
BC(R, X). Then the following assertions are equivalent.
(i) f ∈ ε(R, X, µ).
(ii) limr→+∞

1
µ([−r,r]\I)

∫
[−r,r]\I ‖ f (t)‖dµ(t) = 0.

(iii)For any ε > 0, limr→+∞
µ({t∈[−r,r]\I:‖ f (t)‖>ε})

µ([−r,r]\I) = 0.

Lemma 2.4. [14, Theorem 4.7] Let µ ∈ M. Assume that PAA(R, X, µ) is translation invariant. Then the decompo-
sition of a µ-pseudo almost automorphic function in the form f = g + φ where g ∈ AA(R, X) and φ ∈ ε(R, X, µ) is
unique.

Lemma 2.5. [14, Theorem 4.9] Let µ ∈ M. Assume that PAA(R, X, µ) is translation invariant. Then (PAA(R, X, µ), ‖ ·
‖∞) is a Banach space.

Theorem 2.1. [18] Let µ ∈ M and f = g + h ∈ PAA(R×X, X, µ). Assume that
(a1) f (t, x) is uniformly continuous on any bounded subset Q ⊂ X uniformly in t ∈ R.
(a2) g(t, x) is uniformly continuous on any bounded subset Q ⊂ X uniformly in t ∈ R.
Then the function defined by F(·) := f (·, φ(·)) ∈ PAA(R, X, µ) if φ ∈ PAA(R, X, µ).

Now, we recall a useful compactness criterion.
Let h′ : R → R be a continuous function such that h′(t) ≥ 1 for all t ∈ R and h′(t) → ∞ as |t| → ∞. We

consider the space

Ch′(X) =

{
u ∈ C(R, X) : lim

|t|→∞

u(t)
h′(t)

= 0
}

.

Endowed with the norm ‖u‖h′ = supt∈R
‖u(t)‖
h′(t) , it is a Banach space (see [19, 20]).

Lemma 2.6. [19, 20] A subset R ⊆ Ch′(X) is a relatively compact set if it verifies the following conditions:
(c-1) The set R(t) = {u(t) : u ∈ R} is relatively compact in X for each t ∈ R.
(c-2) The set R is equicontinuous.
(c-3) For each ε > 0 there exists L > 0 such that ‖u(t)‖ ≤ εh′(t) for all u ∈ R and all |t| > L.

Lemma 2.7. [21] (Leray-Schauder Alternative Theorem) Let D be a closed convex subset of a Banach space X such that
0 ∈ D. Let F : D → D be a completely continuous map. Then the set {x ∈ D : x = λF(x), 0 < λ < 1} is unbounded
or the map F has a fixed point in D.

Theorem 2.2. [22] Assume that A(t), t ∈ R is a bounded linear operator on a Banach space X and t → A(t) is
continuous in the uniform operator topology, then for −∞ < s ≤ t < ∞, U(t, s) generated by A(t), is a bounded linear
operator satisfying the following:
(i) ‖U(t, s)‖ ≤ exp(

∫ t
s ‖A(τ)‖dτ).

(ii) U(t, t) = I, U(t, s) = U(t, r)U(r, s), for −∞ < s ≤ r ≤ t < ∞.
(iii) (t, s)→ U(t, s) is continuous in the uniform operator topology for −∞ < s ≤ t < ∞.
(iv) ∂U(t, s)/∂t = A(t)U(t, s) for −∞ < s ≤ t < ∞.
(v) ∂U(t, s)/∂s = −U(t, s)A(s) for −∞ < s ≤ t < ∞.
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3 Main results

In this paper we assume that {A(t)}t∈R satisfies the Acquistapace-Terreni conditions introduced in [1, 23],
that is,
(H1) There exist constants λ0 ≥ 0, θ ∈ (π

2 , π), L, K ≥ 0 and α, β ∈ (0, 1] with α + β > 1 such that

Σθ ∪ {0} ⊂ ρ(A(t)− λ0), ‖R(λ, A(t)− λ0)‖ ≤
K

1 + |λ|
and

‖(A(t)− λ0)R(λ, A(t)− λ0)[R(λ0, A(t))− R(λ0, A(s))]‖ ≤ L|t− s|α|λ|−β

for t, s ∈ R, λ ∈ Σθ := {λ ∈ C\{0} : | arg λ| ≤ θ}.
Remark 3.1. [1, 24] If the condition (H1) holds, then there exists a unique evolution family {U(t, s)}−∞<s≤t<∞ on X,
which satisfies the homogeneous equation u′(t) = A(t)u(t), t ∈ R.

We further suppose that
(H2) The evolution family U(t, s) generated by A(t) is exponentially stable, that is, there are constants K,
ω > 0 such that ‖U(t, s)‖ ≤ Ke−ω(t−s) for all t ≥ s, U(t, s)x ∈ bAA(R×R, X) uniformly for all x in any
bounded subset of X.

Consider the following abstract differential equation in the Banach space (X, ‖ · ‖):

u′(t) = A(t)u(t) + f (t), t ∈ R (3.1)

where {A(t)}t∈R satisfies the condition (H1) and f ∈ PAA(R, X, µ).

Lemma 3.8. Let µ ∈ M. Assume that (H1) and (H2) hold. Then the Eq. (3.1) has a unique µ-pseudo almost
automorphic mild solution given by

u(t) =
∫ t

−∞
U(t, σ) f (σ)dσ (3.2)

Proof. First, it is conducted similarly as in the proof of [15, Theorem 3.2], we can prove the uniqueness of the
µ-pseudo almost automorphic solution.

Now let us investigate the existence of the µ-pseudo almost automorphic solution. Since f ∈ PAA(R, X, µ),
there exist g ∈ AA(R, X) and h ∈ ε(R, X, µ) such that f = g + h. So

u(t) =
∫ t

−∞
U(t, σ) f (σ)dσ

=
∫ t

−∞
U(t, σ)g(σ)dσ +

∫ t

−∞
U(t, σ)h(σ)dσ

= Φ(t) + Ψ(t),

where Φ(t) =
∫ t
−∞ U(t, σ)g(σ)dσ, and Ψ(t) =

∫ t
−∞ U(t, σ)h(σ)dσ. We just need to verify Φ(t) ∈ AA(R, X)

and Ψ(t) ∈ ε(R, X, µ). In view of [15, Theorem 3.2], we see that Φ(t) ∈ AA(R, X).
Next, we prove that Ψ(t) ∈ ε(R, X, µ). It is obvious that Ψ(t) ∈ BC(R, X), the left task is to show that

lim
r→+∞

1
µ([−r, r])

∫
[−r,r]

‖Ψ(t)‖dµ(t) = 0.

For r > 0, we notice that
1

µ([−r, r])

∫
[−r,r]

‖Ψ(t)‖dµ(t)

≤ 1
µ([−r, r])

∫
[−r,r]

∥∥∥∥∫ t

−∞
U(t, σ)h(σ)dσ

∥∥∥∥ dµ(t)

≤ 1
µ([−r, r])

∫
[−r,r]

∥∥∥∥∫ ∞

0
U(t, t− σ)h(t− σ)dσ

∥∥∥∥ dµ(t)

≤ 1
µ([−r, r])

∫
[−r,r]

∫ ∞

0
‖U(t, t− σ)‖‖h(t− σ)‖dσdµ(t)

≤ K
∫ ∞

0
e−ωσ

(
1

µ([−r, r])

∫
[−r,r]

‖h(t− σ)‖dµ(t)
)

dσ

= K
∫ ∞

0
e−ωσΩr(σ)dσ,
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where Ωr(σ) =
1

µ([−r,r])

∫
[−r,r] ‖h(t− σ)‖dµ(t).

By the fact that the space ε(R, X, µ) is translation invariant, it follows that t→ h(t−σ) belongs to ε(R, X, µ)

for each σ ∈ R and hence Ωr(σ)→ 0 as r → +∞. Since Ωr is bounded (‖Ωr‖ ≤ ‖h‖∞) and e−ωσ is integrable
in [0, ∞), using the Lebesgue dominated convergence theorem it follows that limr→+∞

∫ ∞
0 e−ωσΩr(σ)dσ = 0.

We deduce that Ψ(t) ∈ ε(R, X, µ). Therefore u(t) = Φ(t) + Ψ(t) is µ-pseudo almost automorphic.
Finally, let us prove that u(t) is a mild solution of the Eq. (3.1). Indeed, if we let

u(s) =
∫ s

−∞
U(s, σ) f (σ)dσ, (3.3)

and multiply both sides of (3.3) by U(t, s), then

U(t, s)u(s) =
∫ s

−∞
U(t, σ) f (σ)dσ.

If t ≥ s, then ∫ t

s
U(t, σ) f (σ)dσ =

∫ t

−∞
U(t, σ) f (σ)dσ−

∫ s

−∞
U(t, σ) f (σ)dσ

= u(t)−U(t, s)u(s).

It follows that

u(t) = U(t, s)u(s) +
∫ t

s
U(t, σ) f (σ)dσ.

This completes the proof of the theorem.

Since the space ε(R, X, µ) is translation invariant, we can easily obtain the following lemma.

Lemma 3.9. If u ∈ PAA(R, X, µ) and h ≥ 0, then u(· − h) ∈ PAA(R, X, µ).

Let us list the following basic assumptions:
(H3) f ∈ PAA(R×X, X, µ) and there exists a constant L f > 0, such that

‖ f (t, x)− f (t, y)‖ ≤ L f ‖x− y‖

for all t ∈ R and each x, y ∈ X.
(H4) The function f = g + ϕ ∈ PAA(R×X, X, µ), where g ∈ AA(R×X, X) is uniformly continuous in any
bounded subset M ⊂ X uniformly on t ∈ R and ϕ ∈ ε(R×X, X, µ).

The following theorems are the main results of this section.

Theorem 3.3. Let µ ∈ M and suppose that the conditions (H1)-(H3) are satisfied. Then Eq. (1.1) has a unique
µ-pseudo almost automorphic mild solution on R and provided that

KL f
ω < 1.

Proof. We define the nonlinear operator Γ : PAA(R, X, µ)→ PAA(R, X, µ) by

(Γu)(t) :=
∫ t

−∞
U(t, s) f (s, u(s− h))ds, t ∈ R.

First, let us prove that Γ(PAA(R, X, µ)) ⊂ PAA(R, X, µ). For each u ∈ PAA(R, X, µ), by using the fact that
the range of an almost automorphic function is relatively compact combined with the above Theorem 2.1 and
Lemma 3.9, one can easily see that f (·, u(· − h)) ∈ PAA(R, X, µ). Hence, from the proof of Lemma 3.8, we
know that (Γu)(·) ∈ PAA(R, X, µ). That is, Γ maps PAA(R, X, µ) into PAA(R, X, µ).

Now it suffices to show that the operator Γ has a unique fixed point in PAA(R, X, µ). For this, let u and v
be in PAA(R, X, µ), we have

‖(Γu)(t)− (Γv)(t)‖∞ = sup
t∈R

∥∥∥∥∫ t

−∞
U(t, s)[ f (s, u(s− h))− f (s, v(s− h))]ds

∥∥∥∥
≤ K sup

t∈R

∫ t

−∞
e−ω(t−s)‖ f (s, u(s− h))− f (s, v(s− h))‖ds

≤ KL f sup
t∈R

∫ t

−∞
e−ω(t−s)‖u(s− h)− v(s− h)‖ds

≤ KL f

∫ t

−∞
e−ω(t−s)ds‖u− v‖∞

≤
KL f

ω
‖u− v‖∞.
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So ‖Γu− Γv‖∞ ≤
KL f

ω ‖u− v‖∞. By the Banach contraction principle with
KL f

ω < 1, Γ has a unique fixed point
u in PAA(R, X, µ), which is the µ-pseudo almost automorphic solution to Eq. (1.1). The proof is complete.

We next study the existence of µ-pseudo almost automorphic mild solutions of Eq. (1.1) when the pertur-
bation f is not necessarily Lipschitz continuous. For that, we require the following assumptions:
(H5) f ∈ PAA(R×X, X, µ) and f (t, x) is uniformly continuous in any bounded subset M ⊂ X uniformly for
t ∈ R and for every bounded subset M ⊂ X, { f (·, x) : x ∈ M} is bounded in PAA(R, X, µ).
(H6) There exists a continuous nondecreasing function W : [0, ∞)→ (0, ∞) such that

‖ f (t, x)‖ ≤W(‖x‖) for all t ∈ R and x ∈ X.

Remark 3.2. For condition (H6), an interesting results (see Corollary 3.1) is given for the perturbation f satisfying the
Hölder type condition.

Theorem 3.4. Let µ ∈ M and conditions (H1) and (H2) hold. Let f : R×X→ X be a function satisfying conditions
(H4)-(H6) and the following additional conditions:
(i) For each z ≥ 0, the function t→

∫ t
−∞ e−ω(t−s)W (zh′(s− h)) ds belongs to BC(R). We set

β(z) = K
∥∥∥∥∫ t

−∞
e−ω(t−s)W(zh′(s− h))ds

∥∥∥∥
h′

,

where K is the constant given in (H2).
(ii) For each ε > 0 there is δ > 0 such that for every u, v ∈ Ch′(X), ‖u− v‖h′ ≤ δ implies that∫ t

−∞
e−ω(t−s)‖ f (s, u(s− h))− f (s, v(s− h))‖ds ≤ ε,

for all t ∈ R.
(iii) lim infξ→∞

ξ
β(ξ)

> 1.
(iv) For all a, b ∈ R, a < b, and z > 0, the set { f (s, h′(s− h)x) : a ≤ s− h ≤ b, x ∈ Ch′(X), ‖x‖h′ ≤ z} is relatively
compact in X.
Then Eq. (1.1) has at least one µ-pseudo almost automorphic mild solution.

Proof. We define the nonlinear operator Γ : Ch′(X)→ Ch′(X) by

(Γu)(t) :=
∫ t

−∞
U(t, s) f (s, u(s− h))ds, t ∈ R.

We will show that Γ has a fixed point in PAA(R, X, µ). For the sake of convenience, we divide the proof into
several steps.

(I) For u ∈ Ch′(X), we have that

‖(Γu)(t)‖ ≤ K
∫ t

−∞
e−ω(t−s)W(‖u(s− h)‖)ds

≤ K
∫ t

−∞
e−ω(t−s)W(‖u‖h′h

′(s− h))ds.

It follows from condition (i) that Γ is well defined.
(II) The operator Γ is continuous. In fact, for any ε > 0, we take δ > 0 involved in condition (ii). If u,

v ∈ Ch′(X) and ‖u− v‖h′ ≤ δ, then

‖(Γu)(t)− (Γv)(t)‖ ≤ K
∫ t

−∞
e−ω(t−s)‖ f (s, u(s− h))− f (s, v(s− h))‖ds ≤ ε,

which shows the assertion.
(III) We will show that Γ is completely continuous. We set Bz(X) for the closed ball with center at 0

and radius z in the space X. Let V = Γ(Bz(Ch′(X))) and v = Γ(u) for u ∈ Bz(Ch′(X)). First, we will
prove that V(t) is a relatively compact subset of X for each t ∈ R. It follows from condition (i) that the
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function s → Ke−ωsW(zh′(t− s− h)) is integrable on [0, ∞). Hence, for ε > 0, we can choose a ≥ 0 such that
K
∫ ∞

a e−ωsW(zh′(t− s− h))ds ≤ ε. Since

v(t) =
∫ a

0
U(t, t− s) f (t− s, u(t− s− h))ds +

∫ ∞

a
U(t, t− s) f (t− s, u(t− s− h))ds

and ∥∥∥∥∫ ∞

a
U(t, t− s) f (t− s, u(t− s− h))ds

∥∥∥∥ ≤ K
∫ ∞

a
e−ωsW(zh′(t− s− h))ds ≤ ε,

we get v(t) ∈ ac0(N)+ Bε(X), where c0(N) denotes the convex hull of N and N = {U(t, t− s) f (ξ, h′(ξ− h)x) :
0 ≤ s ≤ a, t− a ≤ ξ − h ≤ t, ‖x‖h′ ≤ z}. Using the strong continuous of U(t, s) and property (iv) of f , we
infer that N is a relatively compact set, and V(t) ⊆ ac0(N) + Bε(X), which establishes our assertion.

Second, we show that the set V is equicontinuous. In fact, we can decompose

v(t + s)− v(s) =
∫ s

0
U(t, t− σ) f (t + s− σ, u(t + s− h− σ))dσ

+
∫ a

0
[U(t, t− σ− s)−U(t, t− σ)] f (t− σ, u(t− h− σ))dσ

+
∫ ∞

a
[U(t, t− σ− s)−U(t, t− σ)] f (t− σ, u(t− h− σ))dσ.

For each ε > 0, we can choose a > 0 and δ1 > 0 such that∥∥∥∥∫ s

0
U(t, t− σ) f (t + s− σ, u(t + s− h− σ))dσ

+
∫ ∞

a
[U(t, t− σ− s)−U(t, t− σ)] f (t− σ, u(t− h− σ))dσ

∥∥∥∥
≤ K

∫ s

0
e−ωσW(zh′(t + s− h− σ))dσ + K

∫ ∞

a
(e−ω(σ+s) + e−ωσ)W(zh′(t− h− σ))dσ

≤ ε

2
for s ≤ δ1. Moreover, since { f (t− σ, u(t− h− σ)) : 0 ≤ σ− h ≤ a, x ∈ Bz(Ch′(X))} is a relatively compact set
and U(t, s) is strongly continuous, we can choose δ2 > 0 such that ‖[U(t, t− σ− s)−U(t, t− σ)] f (t− σ, u(t−
h− σ))‖ ≤ ε

2a for s ≤ δ2. Combining these estimates, we get ‖v(t + s)− v(t)‖ ≤ ε for s small enough and
independent of u ∈ Bz(Ch′(X)).

Finally, applying condition (i), it is easy to see that

‖v(t)‖
h′(t)

≤ K
h′(t)

∫ t

−∞
e−ω(t−s)W(zh′(s− h))ds→ 0, |t| → ∞,

and this convergence is independent of x ∈ Bz(Ch′(X)). Hence, by Lemma 2.6, V is a relatively compact set
in (Ch′(X)).

(IV) Let us now assume that uλ(·) is a solution of equation uλ = λΓ(uλ) for some 0 < λ < 1. We can
estimate ∥∥∥uλ(t)

∥∥∥ = λ

∥∥∥∥∫ t

−∞
U(t, s) f (s, uλ(s− h))

∥∥∥∥
≤ K

∫ t

−∞
e−ω(t−s)W(‖uλ‖h′h

′(s− h))ds

≤ β(‖uλ‖h′)h
′(t).

Hence, we get
‖uλ‖h′

β(‖uλ‖h′)
≤ 1

and combining with condition (iii), we conclude that the set {uλ : uλ = λΓ(uλ), λ ∈ (0, 1)} is bounded.
(V) It follows from assumption (H5), Theorem 2.1 and Lemma 3.9 that the function t → f (t, u(t− h)) be-

longs to PAA(R, X, µ), whenever u ∈ PAA(R, X, µ). Moreover, from Lemma 3.8 we infer that Γ(PAA(R, X, µ)) ⊂
PAA(R, X, µ) and noting that PAA(R, X, µ) is a closed subspace of Ch′(X), consequently, we can consider
Γ : PAA(R, X, µ) → PAA(R, X, µ). Using properties (I)-(III), we deduce that this map is completely continu-
ous. Applying Lemma 2.7 we infer that Γ has a fixed point u ∈ PAA(R, X, µ), which completes the proof.
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Corollary 3.1. Let µ ∈ M. Assume that conditions (H1)-(H2) hold. Let f : R×X→ X be a function that satisfying
assumption (H4)-(H5) and the Hölder type condition

‖ f (t, u)− f (t, v)‖ ≤ γ‖u− v‖α, 0 < α < 1,

for all t ∈ R and u, v ∈ X, where γ > 0 is a constant. Moreover, assume the following conditions are satisfied:
(a) f (t, 0) = q.
(b) supt∈R K

∫ t
−∞ e−ω(t−s)h′(s− h)αds = γ2 < ∞.

(c) For all a, b ∈ R, a < b, and z > 0, the set { f (s, h′(s− h)x) : a ≤ s− h ≤ b, x ∈ Ch′(X), ‖x‖h′ ≤ z} is relatively
compact in X.
Then Eq.(1.1) has a µ-pseudo almost automorphic mild solution.

Proof. Let γ0 = ‖q‖, γ1 = γ. We take W(ξ) = γ0 + γ1ξα. Then condition (H6) is satisfied. It follows from (b),
we can see that function f satisfies (i) in Theorem 3.4. To verify condition (ii), note that for each ε > 0 there
is 0 < δα < ε

γ1γ2
such that for every u, v ∈ Ch′(X), ‖u− v‖h′ ≤ δ implies that K

∫ t
−∞ e−ω(t−s)‖ f (s, u(s− h))−

f (s, v(s− h))‖ds ≤ ε for all t ∈ R. On the other hand, the hypothesis (iii) in the statement of Theorem 3.4 can
be easily verified using the definition of W. This completes the proof.

Example 3.1. Consider the following problem:{
∂u
∂t u(t, x) = ∂2u

∂2x u(t, x) + u(t, x) sin 1
2+cos t+cos

√
2t
+ f (t, u(t− h, x)),

u(t, 0) = u(t, 1) = 0, t ∈ R,
(3.4)

where h > 0, X = L2(0, 1), and
D(B) := {x ∈ C1[0, 1]; x′ is absolutely continuous on [0, 1], x′′ ∈ X, x(0) = x(1) = 0}, Bx(r) = x′′(r),

r ∈ (0, 1), x ∈ D(B).
Then B generates a C0-semigroup T(t) on X given by

(T(t)x)(r) =
∞

∑
n=1

e−n2π2t < x, en >L2 en(r),

where en(r) =
√

2 sin nπr, n = 1, 2, · · · . Moreover, ‖T(t)‖ ≤ e−π2t, t ≥ 0.
Define a family of linear operators A1(t) by{

D(A1(t)) = D(B), t ∈ R

A1(t)x =
(

B + sin 1
2+cos t+cos

√
2t

)
x, x ∈ D(A1(t)).

Then, {A1(t), t ∈ R} generates an evolution family {U1(t, s)}t≥s such that

U1(t, s)x = T(t− s)e
∫ t

s sin 1
2+cos t+cos

√
2t

dτx.

Hence
‖U1(t, s)‖ ≤ e−(π

2−1)(t−s), t ≥ s.

It is easy to see that U1(t, s) satisfies conditions (H1)-(H2) with K = 1, ω = π2 − 1.
Set

f (t, u) = u sin
1

cos2 t + cos2 πt
+ max

k∈Z
{e−(t±k2)2} sin u, t ∈ R.

According to [16, 17], f clearly satisfies conditions (H3) and (H4). From Theorem 3.3, the problem (3.4) has a unique
µ-pseudo almost automorphic mild solution.
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A new representation of a fuzzy set is introduced. Moreover, the decomposition theorem for the new
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1 Introduction

Fuzzy sets have been introduced by LoftiA.Zadeh(1965)[5]. Fuzzy set theory permits the gradual assess-
ment of the membership of elements in a set which is described in the interval[0,1]. It can be used in a wide
range of domains where information is incomplete and imprecise.

The representation of fuzzy set in terms of their α-cuts was introduced by Zadeh(1971)[6] in the form of
the decomposition theorem. The extension principal is an important tool by which classical mathematical
theories can be fuzzified.

The concept of fuzzy numbers have been introduced by Chang and Zadeh(1972)[1].The thory of fuzzy
numbers has been studied by Fuller, Majlender[3] and Fodor, Bede[2].

In this paper, some new representation of a fuzzy set is introduced based on α-cut and then some related
theorems are proved.

2 Preliminaries

Definition 2.1. Let X be a universe of discourse, then a fuzzy set is defined as A = {
(
x, µÃ(x)

)
: x ∈ X},

which is characterized by a membership function µA(x) : X → [0, 1], where µA(x) denotes the degree of membership of
the element x to the set A.

Definition 2.2. The α-cut α A of a set A is the crisp subset of A with membership grades of at least α. So, α A =
{x|µA(x) ≥ α}.

Definition 2.3. Define for each x ∈ X, a fuzzy set α A(x) = α.α A(x), where α A is the α- cut of the fuzzy set A.

Definition 2.4. A fuzzy set Ã is convex if µA(λx1 + (1− λ)x2) ≥ min{µA(x1), µA(x2)}, for x1, x2 ∈ X, λ ∈ [0, 1]
Alternatively, a fuzzy set is convex if all α-level sets are convex.

Definition 2.5. A fuzzy subset A of a classical set X is called normal if there exists an x ∈ X such that A(x) = 1.
Otherwise A is subnormal.

Definition 2.6. The support of a set A is the crisp subset of A with nonzero membership grades. So,
sup(A) = {x|µA(x) > 0}.

∗Corresponding author.
E-mail address: edwinbeaula@yahoo.co.in (Thangaraj Beaula).
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Definition 2.7. A fuzzy number A must possess the following three properties:

1 . A must be a normal fuzzy set,

2 . The alpha levels α A must be closed for every α ∈ (0, 1].

3 . The support of A, 0+A, must be bounded.

3 New representation of a fuzzy set

Definition 3.8. (Power Level Fuzzy Set)
For a fuzzy set A, α ∈ (0, 1] define a fuzzy set A(α), for each x ∈ X, as follows.

A(α) = {(x, αi)|αi ≥α A(x) and x ∈α A for α ∈ [0, 1]}
where α A(x) = α.α A and α A is the α-cut of the fuzzy set A.

Theorem 3.1. (Decomposition theorem for the new representation)
For every A ∈ F (X), A =

⋃
α∈[0,1]

A(α) where A(α) = ∑ αi/x , where αi ≥α A(x) and x ∈α A.

Proof. If A(X) = a, then choose α = a, for x ∈α A and for all αi ≥ A(x),
Clearly a ∈ A(α), hence, A ⊆

⋃
α∈[0,1]

A(α)

Suppose γ′ ∈
⋃

α∈[0,1]

A(α), γ′ ∈ A(xγ) = γ

γ′ ∈ A(α) for some α where γ′ = (xγ, γ) then xγ ∈α A and A(xγ) ≤ αi

Therefore A(xγ) ≥ α and γ ≤ αi and so A =
⋃

α∈[0,1]

A(α)

Figure 1: Various A(α) for α ∈ (0, 1]
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Figure 2: Various A(α) for α ∈ (0, 1]

3.1 Extension Principle

Any given function f : X → Y induces two functions, f : F (X) → F (Y), f−1 : F (Y) → F (X),
which are defined by [ f (A)](Y)supx|y= f (x)A(x) for all A ∈ F (X) and [ f−1(B)](x) = B( f (x)) for all B ∈ F (X).

Theorem 3.2. Let f : X → Y be an arbitrary crisp function, for any A ∈ F (X) and all α ∈ [0, 1] the following
property of f fuzzified by extension principle satisfies the equation [ f (A)](α+) = f (A(α+)).

Proof. For all y ∈ Y,

y ∈ [ f (A)](α+) ⇔ αi ≥α [ f (A)(y)] and y ∈α [ f (A)] for α ∈ [0, 1]

⇔ αi ≥α [ f (A)(Y)] and f (A)(y) ≥ α

⇔ αi ≥α [ f (A)(Y)] and sup
x|y= f (x)

A(x) ≥ α

⇔ αi ≥α [ f (A)(Y)] and there exist x0 ∈ X with y = f (x0)

and A(x0) ≥ α

⇔ αi ≥α [ f (A)(Y)] and there exist x0 ∈ X with y = f (x0)

and x0 ∈α+ A

hence [ f (A)](α+) = f (A(α+)).

Theorem 3.3. Let f : X → Y be an arbitrary crisp function. Then for any A ∈ F (X),f fuzzified by the extension
principle satisfies the equation, f (A) =

⋃
α∈[0,1]

f (A(α+)).

Proof. Applying theorem(3.1) to f(A), which is a fuzzy set on Y,
we obtain f (A) =

⋃
α∈[0,1]

[ f (A)](α+)
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by theorem(3.2)

[ f (A)](α+) = f (A(α+)),

Hence, f (A) =
⋃

α∈[0,1]

f (A(α+)).

Definition 3.9. Define Ac(α),for each x ∈ X as Ac(α) = {(x, αi)|αi <α A(x) and x ∈α Ac}.
where α Ac = {x|µA(x) ≥ 1− α}.

Theorem 3.4. For every A ∈ F (X),then Ac =
⋃

α∈[0,1]

Ac(α)

Proof. If Ac(α) = a, then choose α = a, for x ∈α Ac, then for all αi <a A(x),where a ∈ Ac(α)

hence,

Ac ⊆
⋃

α∈[0,1]

Ac(α) (1)

Conversely, suppose x ∈
⋃

α∈[0,1]

Ac(α)

then x ∈ Ac(α) for some α ∈ [0, 1] this is true when x /∈ A(α) which means that Ac(x) ≤ α and αi <α A(x), by
the definition, we get x ∈ Ac and hence

Ac ⊇
⋃

α∈[0,1]

Ac(α) (2)

From (1) and (2) we have Ac =
⋃

α∈[0,1]

Ac(α).

Definition 3.10.

A(α) = {(x, αi)|αi ≥α A(x) and x ∈α A for α ∈ (0, 1]}

A(α) is convex if and only if α A and α A are convex for any α ∈ (0, 1].

Theorem 3.5. A fuzzy set A(α) is convex if and only if
A(α)(λx1 + (1− λ)x2) ≥ min{A(α)(x1), A(α)(x2)} for all x1, x2 ∈ < and all λ ∈ [0, 1].

Proof. Assume that A(α) is convex if and only if α A and α A are convex for any α ∈ (0, 1].
By definition, A(α) = {(x, αi)|αi ≥α A(x) and x ∈α A for α ∈ (0, 1]}.
Let x(1)

1 = (x1, α1i) and x(1)
2 = (x2, α2i) ∈ A(α),

to show that λ(x1, α1i) + (1− λ)(x2, α2i) belongs to A(α)

We have to prove that λx1 + (1− λ)x2 ∈ A(α) and
(

α1i
λ

)
+

(
α2i

1−λ

)
≥α A

as (x1, α1i), (x2, α2i), by definition x1, x2 ∈α A and α1i ≥α A(x) and α2i ≥α A(x)
If x1, x2 ∈α A , then A(x1) ≥ α and A(x2) ≥ α and for any λ ∈ [0, 1], by the given condition

A(α)(λx(1)
1 + (1− λ)x(1)

2 ) ≥ min{A(α)(x(1)
1 , A(α)(x(1)

2 )} (1)

Consider λ(x1, α1i) + (1− λ)(x2, α2i) =
(

λx1 + (1− λ)x1, α1i
(λ) + α2i

(1−λ)

)
From(1), we get A(λx(1)

1 + (1− λ)x(1)
2 ) ≥ min{A(x(1)

1 ), A(x(1)
2 )} ≥ min{α, α} = α

Therefore, λx1 + (1− λ)x2 ∈α A, since α1i ≥α A(x) and α2i ≥α A(x)
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From(1),

A(α)(λx(1)
1 + (1− λ)x(1)

2
)
≥ min{α1i, α2i} (2)

Suppose α1i ≤ α2i , then(2) becomes(
α1i
λ

)
+

(
α2i

1−λ

)
≥ α1i

and so,
(

α1i
λ

)
+

(
α2i

1−λ

)
≥ α1i ≥α A(x)

hence λx(1)
1 + (1− λ)x(1)

2 ∈ A(α)

Let λx(1)
1 + (1− λ)x(1)

2 ∈ A(α)

then λx(1)
1 + (1− λ)x(1)

2 ∈α A and
(

α1i
λ

)
+

(
α2i

1−λ

)
≥α A(x)

to prove A(α)(λx(1)
1 + (1− λ)x(1)

2 ) ≥ min{A(α)(x(1)
1 ), A(α)(x(1)

2 )}
We already prove that A(λx(1)

1 + (1− λ)x(1)
2 ) ≥ min{A(x(1)

1 ), A(x(1)
2 )} ≥ min{α, α} = α

Now let α1i ≤ α2i, we get (α1i
λ

)
+

( α2i
1− λ

)
≥

(α1i
λ

)
+

( α1i
1− λ

)
≥

( (1− λ)α1i + λα1i
λ(1− λ)

)
=

( α1i
λ(1− λ)

)
(α1i

λ

)
+

( α2i
1− λ

)
≥α A(x)

hence,
A(α)(λx(1)

1 + (1− λ)x(1)
2 ) ≥ min{A(α)(x(1)

1 ), A(α)(x(1)
2 )}.

Definition 3.11. A fuzzy set A on < is a fuzzy number if,

(i) A(α) is a normal fuzzy set,

(ii) α-cut of {A(α)|α ∈ (0, 1]} must be nested sequence of closed intervals,

(iii) Support of A(α) is bounded.

Definition 3.12. The fuzzy set A(α) is normal if supA(α)(x) = 1 for x ∈ X.

Definition 3.13. By definition A(α) = {(x, αi)|αi ≥α A(x) and x ∈α A for α ∈ [0, 1]},then α-cut of A(α) consists of
all elements (x, αi) such that A(α)(x, αi) ≥ α.

Theorem 3.6. A ∈ F (<) is a fuzzy number if and only if for each α ∈ (0, 1]

A(α)(x) =


1 for x ∈ [0, 1]

lα(x) for x ∈ (−∞, a)

rα(x) for x ∈ (b, +∞)

lα is a monotonically increasing function from (−∞, a) to [0, 1] such that lα(x) = 0 for x ∈ (−∞, a) and rα is a
monotonically decreasing function from (b, +∞) to [0, 1] such that rα(x) = 0 for x ∈ (b, +∞).

Proof. Necessity. Suppose A is a fuzzy number then A =
⋃

α∈[0,1]

A(α)

and we obtain a sequence A(α) of fuzzy set for each α ∈ [0, 1].
So, A(α) is a normal fuzzy set and sup A(α)(x) = 1 for x ∈ X
by definition, α-cut of {A(α)|α ∈ (0, 1]} is a nested sequence of closed intervals
we know that, A(α) = {(x, αi)|αi ≥α A(x) and x ∈α A for α ∈ [0, 1]} and its α-cut, α A(α) is a closed interval,
for α = 1,
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Consider 1 A(α) = {x|A(α)(x) ≥ 1} and so, αi ≥1 A(x) with x ∈1 A for α ∈ (0, 1]
for x ∈1 A(α), A(x) ≥ 1 with αi ≥ A(x), choose 1 A(α) = [a, b]
define, lα(x) = Aα(x) for (−∞, a), then 0 ≤ lα(x) < 1
Corresponding to each α ∈ (0, 1], there exists a sequence {l(α)} of functions from (−∞, a) to [0, 1]
Similarly we obtain a sequence {r(α)} of functions from (b, +∞) to [0, 1] for each α ∈ (0, 1].
Sufficiency. Every fuzzy set A(α) defined by (1) is clearly normal and support of A(α) is bounded. Finally it
remains to prove that α-cut of A(α), for α ∈ (0, 1] is a closed interval.
By definition, A(α) = {(x, αi)|αi ≥α A(x) and x ∈α A for α ∈ [0, 1]}

Let l(α)
xα = inf{(x, αi)|αlα(x) ≥ α, x < a and αi ≥α lα(x)}

l(α)
yα = sup{(x, αi)|αrα(x) ≥ α, y > b and αi ≥α rα(x)}

we have

l(α)
xα =

(
lxα , αlxα

)
l(α)
yα =

(
lyα , αlyα

)

To prove that [lxα , lyα ] and [αlxα
, αlyα] are closed intervals.

If
(
x0, αx0,i

)
belongs to α-cut of A(α) and if x0 < a

then l(α)(x0) = A(α)(x0) and so x0 ∈α l(α) and αi ≥α l(α)(x)
⇒ x0 ∈α A(α) and αi ≥α A(α)

⇒ x0 ∈ l(α)(xα) and αi ≥α l(α)(x)
⇒

(
x0, αx0,i

)
≥ l(α)

xα

if
(
x0, αx0,i

)
belongs to α-cut of A(α) and if x0 > b

then r(α)(x0) = A(α)(x0) and so x0 ∈α rα and αi ≥α l(α)

⇒ x0 ∈α A(α) and αi ≥α A(α)

⇒ x0 ∈ l(α)(yα) and αi ≥α l(α)(y)
⇒

(
x0, αx0,i

)
≤ l(α)

ya

Therefore, x0 ∈ [l(α)
xα , l(α)

yα ] and hence α-cut of A(α) is a subset of [l(α)
xα , l(α)

yα ]

by the definition of l(α)
xα there must exist a sequence

(
xn, αi,n) in

{(x, αi)|αi ≥α A(x) and x ∈α A for α ∈ [0, 1]} such that lim
n→∞

(
xn, αi,n

)
= l(α)

xα where xn ≥ xα for any α, since l(α)

is right continuous,l(l(α)
xα ) = l

(
lim

n→∞
(xn, αi,n)

)
= lim

n→∞
l(xn, αi,n)

Then αl(α)(xn) ≥ α and αi ≥α l(α)(xn) and so l(α)
xα lies in the α-cut of A(α)

Hence both the necessary and sufficient part of the theorem is proved.
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1 Introduction

It is well known that if f is a convex function on the interval I = [a, b] and a, b ∈ I with a < b, then

f
(

a + b
2

)
≤ 1

b− a

b∫
a

f (x) dx ≤ f (a) + f (b)
2

(1.1)

which is known as the Hermite-Hadamard inequality for the convex functions. Both inequalities hold in
the reversed direction if f is concave. We note that Hermite-Hadamard inequality may be regarded as a
refinement of the concept of convexity and it follows easily from Jensen’s inequality. Hermite-Hadamard
inequality for convex functions has received renewed attention in recent years and a remarkable variety of
refinements and generalizations have been found (see, for example, [1]-[4], [10]-[18]).

The following lemma was proved for twice differentiable mappings in [3]:

Lemma 1.1. Let f : I ⊂ R → R be a twice differentiable mapping on Io, a, b ∈ I with a < b and f ′′ of integrable on
[a, b], the following equality holds:

f (a) + f (b)
2

+
1

b− a

∫ b

a
f (x) dx =

(b− a)2

2

∫ 1

0
t (1− t) f (ta + (1− t) b) dt.

A simple proof of this equality can be also done by twice integrating by parts in the right hand side.

In [4], by using Lemma 1.1, Hussain et al. proved some inequalities related to Hermite-Hadamard’s in-
equality for s-convex functions:

∗Corresponding author.
E-mail address: sarikayamz@gmail.com (Mehmet Zeki SARIKAYA).
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Theorem 1.1. Let f : I ⊂ [0, ∞) → R be twice differentiable mapping on I◦ such that f ′′ ∈ L1 [a, b] , where a, b ∈ I
with a < b. If | f ′′| is s−convex on [a, b] for some fixed s ∈ [0, 1] and q ≥ 1, then the following inequality holds:

∣∣∣∣ f (a) + f (b)
2

− 1
b− a

∫ b
a f (x)dx

∣∣∣∣ ≤ (b− a)2

2× 6
1
p

[
| f ′′(a)|q + | f ′′(b)|q

(s + 2)(s + 3)

] 1
q

, (1.2)

where 1
p + 1

q = 1.

Remark 1.1. If we take s = 1 in (1.2), then we have

∣∣∣∣ f (a) + f (b)
2

− 1
b− a

∫ b
a f (x)dx

∣∣∣∣ ≤ (b− a)2

12

[
| f ′′(a)|q + | f ′′(b)|q

2

] 1
q

.

We recall that the notion of quasi-convex functions generalizes the notion of convex functions. More precisely, a function
f : [a, b] ⊂ R → R is said quasi-convex on [a, b] if

f (tx + (1− t)y) ≤ sup { f (x), f (y)}

for all x, y ∈ [a, b] and t ∈ [0, 1] . Clearly, any convex function is a quasi-convex function. Furthermore, there exist
quasi-convex functions which are not convex (see [10]).

Alomari, Darus and Dragomir in [1] introduced the following theorems for twice differentiable quasicon-
vex functions:

Theorem 1.2. Let f : I ⊆ R → R be a twice differentiable function on Io, a, b ∈ Io with a < b and f ′′ is integrable on
[a, b]. If | f ′′| is quasiconvex on [a, b], then the following inequality holds∣∣∣∣∣ f (a) + f (b)

2
− 1

b− a

∫ b

a
f (x) dx

∣∣∣∣∣ ≤ (b− a)2

12
max

{∣∣ f ′′ (a)
∣∣ ,
∣∣ f ′′ (b)

∣∣} .

Theorem 1.3. Let f : I ⊆ R → R be a twice differentiable function on Io, a, b ∈ Io with a < b and f ′′ is integrable on

[a, b]. If | f ′′|
p

p−1 is a quasiconvex on [a, b], for p > 1, then the following inequality holds∣∣∣∣∣ f (a) + f (b)
2

− 1
b− a

∫ b

a
f (x) dx

∣∣∣∣∣
≤ (b− a)2

8

(√
π

2

) 1
p
(

Γ (1 + p)
Γ
( 3

2 + p
)) 1

p (
max

{∣∣ f ′′ (a)
∣∣q ,
∣∣ f ′′ (b)

∣∣q}) 1
q ,

where 1
p + 1

q = 1.

Theorem 1.4. Let f : I ⊆ R → R be a twice differentiable function on Io, a, b ∈ Io with a < b and f ′′ is integrable on
[a, b]. If | f ′′|q is a quasiconvex on [a, b], for q ≥ 1, then the following inequality holds∣∣∣∣∣ f (a) + f (b)

2
− 1

b− a

∫ b

a
f (x) dx

∣∣∣∣∣ ≤ (b− a)2

12

(
max

{∣∣ f ′′ (a)
∣∣q ,
∣∣ f ′′ (b)

∣∣q}) 1
q .

2 Preliminaries

Let f , ϕ : K → R, where K is a nonempty closed set in Rn, be continuous functions. First of all, we recall
the following well known results and concepts, which are mainly due to Noor and Noor [5] and Noor [9] as
follows:

Definition 2.1. Let u, v ∈ K. Then the set K is said to be ϕ− convex at u with respect to ϕ, if

u + teiϕ (v− u) ∈ K, ∀u, v ∈ K, t ∈ [0, 1] .
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Remark 2.2. We would like to mention that Definition 2.1 of a ϕ-convex set has a clear geometric interpretation. This
definition essentially says that there is a path starting from a point u which is contained in K. We do not require that the
point v should be one of the end points of the path. This observation plays an important role in our analysis. Note that,
if we demand that v should be an end point of the path for every pair of points, u, v ∈ K, then eiϕ (v− u) = v − u if
and only if, ϕ = 0, and consequently ϕ-convexity reduces to convexity. Thus, it is true that every convex set is also an
ϕ-convex set, but the converse is not necessarily true, see [5]-[9] and the references therein.

Definition 2.2. The function f on the ϕ-convex set K is said to be ϕ-convex with respect to ϕ, if

f
(

u + teiϕ (v− u)
)
≤ (1− t) f (u) + t f (v) , ∀u, v ∈ K, t ∈ [0, 1] .

The function f is said to be ϕ-concave if and only if − f is ϕ-convex. Note that every convex function is a ϕ-convex
function, but the converse is not true.

Definition 2.3. The function f on the ϕ-convex set K is said to be logarithmic ϕ-convex with respect to ϕ, such that

f
(

u + teiϕ (v− u)
)
≤ ( f (u))1−t ( f (v))t , u, v ∈ K, t ∈ [0, 1]

where f (.) > 0.

Now we define a new definition for quasi-ϕ-convex functions as follows:

Definition 2.4. The function f on the quasi ϕ-convex set K is said to be quasi ϕ-convex with respect to ϕ, if

f
(

u + teiϕ (v− u)
)
≤ max { f (u) , f (v)} .

From the above definitions, we have

f
(

u + teiϕ (v− u)
)

≤ ( f (u))1−t ( f (v))t

≤ (1− t) f (u) + t f (v)

≤ max { f (u) , f (v)} .

Clearly, any ϕ-convex function is a quasi ϕ-convex function. Furthermore, there exist quasi ϕ-convex functions
which are neither ϕ-convex nor continuous. For example, for

ϕ(v, u) =
{

2kπ, u.v ≥ 0, k ∈ Z

kπ, u.v < 0, k ∈ Z

the floor function floor(x) = bxc , is the largest integer not greater than x, is an example of a monotonic
increasing function which is quasi ϕ-convex but it is neither ϕ-convex nor continuous.

In [7], Noor proved the Hermite-Hadamard inequality for the ϕ−convex functions as follows:

Theorem 2.5. Let f : K =
[
a, a + eiϕ (b− a)

]
→ (0, ∞) be a ϕ-convex function on the interval of real numbers K0

(the interior of K) and a, b ∈ K0 with a < a + eiϕ (b− a) and 0 ≤ ϕ ≤ π
2 . Then the following inequality holds:

f

(
2a + eiϕ (b− a)

2

)
≤ 1

eiϕ (b− a)

a+eiϕ(b−a)∫
a

f (x) dx (2.3)

≤
f (a) + f

(
a + eiϕ (b− a)

)
2

≤ f (a) + f (b)
2

.

This inequality can easily show that using the ϕ-convex function’s definition and f
(
a + eiϕ (b− a)

)
<

f (b) .
In [19] and [20], the authors proved some generalization inequalities connected with Hermite-Hadamard’s

inequality for diferentiable ϕ-convex functions.
In this article, using functions whose second derivatives absolute values are ϕ-convex, log-ϕ-convex and

quasi-ϕ-convex, we obtained new inequalities related to the right side of Hermite-Hadamard inequality given
with (2.3).
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3 Hermite-Hadamard Type Inequalities

We will start the following theorem:

Theorem 3.6. Let K ⊂ R be an open interval, a, a + eiϕ(b − a) ∈ K with a < b and f : K =
[
a, a + eiϕ(b− a)

]
→

(0, ∞) a twice differentiable mapping such that f ′′ is integrable and 0 ≤ ϕ ≤ π
2 . If | f ′′| is ϕ-convex function on[

a, a + eiϕ(b− a)
]
. Then, the following inequality holds:

∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + eiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

24
[∣∣ f ′′(a)

∣∣+ ∣∣ f ′′(b)
∣∣] .

Proof. If the partial integration method is applied twice, then it follows that

e2iϕ(b− a)2

2

∫ 1

0
(t− t2) f ′′(a + teiϕ(b− a))dt (3.4)

=
1

eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + eiϕ(b− a))

2
.

Thus, by ϕ-convexity function of | f ′′|, we have

∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + eiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

2

∣∣∣∣∣
∫ 1

0
(t− t2) f ′′(a + teiϕ(b− a))dt

∣∣∣∣∣
≤ e2iϕ(b− a)2

2

∫ 1

0
(t− t2)

[
(1− t)

∣∣ f ′′(a)
∣∣+ t

∣∣ f ′′(b)
∣∣] dt

≤ e2iϕ(b− a)2

24
[∣∣ f ′′(a)

∣∣+ ∣∣ f ′′(b)
∣∣]

which the proof is completed.

Theorem 3.7. Let f : K =
[
a, a + eiϕ(b− a)

]
→ (0, ∞) be a twice differentiable mapping on K0 and f ′′ be integrable

on
[
a, a + eiϕ(b− a)

]
. Assume p ∈ R with p > 1. If | f ′′|p/p−1 is ϕ-convex function on the interval of real numbers

K0 (the interior of K) and a, b ∈ K0 with a < a + eiϕ(b− a) and 0 ≤ ϕ ≤ π
2 . Then, the following inequality holds:

∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + eiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

8

(√
π

2

) 1
p
(

Γ(p + 1)
Γ( 3

2 + p)

) 1
p
 | f ′′(a)|

p
p−1 + | f ′′(b)|

p
p−1

2


p−1

p

.
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Proof. By assumption, Hölder’s inequality and (3.4), we have∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + eiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

2

∫ 1

0

∣∣∣t− t2
∣∣∣ ∣∣∣ f ′′(a + teiϕ(b− a))

∣∣∣ dt

≤ e2iϕ(b− a)2

2

(∫ 1

0
(t− t2)pdt

) 1
p
(∫ 1

0

∣∣∣ f ′′(a + teiϕ(b− a))
∣∣∣ p

p−1 dt

) p−1
p

≤ e2iϕ(b− a)2

2

(
2−1−2p√πΓ(p + 1)

Γ( 3
2 + p)

) 1
p
(∫ 1

0

[
(1− t)

∣∣ f ′′(a)
∣∣ p

p−1 + t
∣∣ f ′′(b)

∣∣ p
p−1
]

dt

) p−1
p

=
e2iϕ(b− a)2

8

(√
π

2

) 1
p
(

Γ(p + 1)
Γ( 3

2 + p)

) 1
p
 | f ′′(a)|

p
p−1 + | f ′′(b)|

p
p−1

2


p−1

p

where we use the fact that ∫ 1

0
(t− t2)pdt =

2−1−2p√πΓ(p + 1)
Γ( 3

2 + p)

which completes the proof.

Let us denote by A(a, b) the arithmetic mean of the nonnegative real numbers, and by L(a, b) the logaritmic
mean of the same numbers.

Theorem 3.8. Let K ⊂ R be an open interval, a, a + eiϕ(b − a) ∈ K with a < b and f : K =
[
a, a + eiϕ(b− a)

]
→

(0, ∞) a twice differentiable mapping such that f ′′ is integrable and 0 ≤ ϕ ≤ π
2 . If | f ′′| is log ϕ-convex function on[

a, a + eiϕ(b− a)
]
. Then, the following inequality holds:∣∣∣∣∣ 1

eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + eiϕ(b− a))

2

∣∣∣∣∣
≤

(
eiϕ(b− a)

log | f ′′(b)| − log | f ′′(a)|

)2 [
A
(∣∣ f ′′(b)

∣∣ ,
∣∣ f ′′(a)

∣∣)− L
(∣∣ f ′′(b)

∣∣ ,
∣∣ f ′′(a)

∣∣)] .

Proof. By using (3.4) and log ϕ-convexity of | f ′′|, we have∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + teiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

2

∫ 1

0
(t− t2)

∣∣∣ f ′′(a + teiϕ(b− a))
∣∣∣ dt

≤ e2iϕ(b− a)2

2

∫ 1

0
(t− t2)

(∣∣ f ′′(a)
∣∣1−t ∣∣ f ′′(b)

∣∣t) dt

=
e2iϕ(b− a)2

2

[
| f ′′(b)|+ | f ′′(a)|

(log | f ′′(b)| − log | f ′′(a)|)2 −
2 (| f ′′(b)| − | f ′′(a)|)

(log | f ′′(b)| − log | f ′′(a)|)3

]

=

(
eiϕ(b− a)

log | f ′′(b)| − log | f ′′(a)|

)2 [
A
(∣∣ f ′′(b)

∣∣ ,
∣∣ f ′′(a)

∣∣)− L
(∣∣ f ′′(b)

∣∣ ,
∣∣ f ′′(a)

∣∣)] .

The proof of Theorem 3.8 is completed.

Theorem 3.9. Let f : K =
[
a, a + eiϕ(b− a)

]
→ (0, ∞) be a twice differentiable mapping on Ko and f ′′ be integrable

on
[
a, a + eiϕ(b− a)

]
. Assume p ∈ R with p > 1. If | f ′′|p/p−1 is log ϕ-convex function on the interval of real numbers
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Ko (the interior of K) and a, b ∈ Ko with a < a + eiϕ(b− a) and 0 ≤ ϕ ≤ π
2 . Then, the following inequality holds:∣∣∣∣∣ 1

eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + eiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

8

(√
π

2

) 1
p
(

Γ(p + 1)
Γ( 3

2 + p)

) 1
p ( p− 1

p

) p−1
p

 | f ′′(a)|
p

p−1 − | f ′′(b)|
p

p−1

log | f ′′(b)| − log | f ′′(a)|


p−1

p

.

Proof. By using (3.4) and the well known Hölder’s integral inequality, we obtain∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + eiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

2

∫ 1

0
(t− t2)

∣∣∣ f ′′(a + teiϕ(b− a))
∣∣∣ dt

≤ e2iϕ(b− a)2

2

(∫ 1

0
(t− t2)pdt

) 1
p
(∫ 1

0

∣∣∣ f ′′(a + teiϕ(b− a))
∣∣∣ p

p−1 dt

) p−1
p

≤ e2iϕ(b− a)2

2

(
2−1−2p√πΓ(p + 1)

Γ( 3
2 + p)

) 1
p
(∫ 1

0

∣∣ f ′′(a)
∣∣ p

p−1 (1−t) ∣∣ f ′′(b)
∣∣ p

p−1 t dt

) p−1
p

=
e2iϕ(b− a)2

8

(√
π

2

) 1
p
(

Γ(p + 1)
Γ( 3

2 + p)

) 1
p ( p− 1

p

) p−1
p

 | f ′′(a)|
p

p−1 − | f ′′(b)|
p

p−1

log | f ′′(b)| − log | f ′′(a)|


p−1

p

.

Theorem 3.10. Let f : K =
[
a, a + eiϕ(b− a)

]
→ (0, ∞) be a differentiable mapping on K0 and f ′′ be integrable

on
[
a, a + eiϕ(b− a)

]
. If | f ′′| is a quasi ϕ-convex function on the interval of real numbers Ko (the interior of K) and

a, b ∈ Ko with a < a + eiϕ(b− a) and 0 ≤ ϕ ≤ π
2 . Then, the following inequality holds:∣∣∣∣∣ 1

eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + teiϕ(b− a))

2

∣∣∣∣∣
≤ eiϕ(b− a)

4
max{

∣∣ f ′(a)
∣∣ ,
∣∣ f ′(b)

∣∣}.

Proof. By using (3.4) and the quasi ϕ-convexity of | f ′′|, we have∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + teiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

2

∫ 1

0
(t− t2)

∣∣∣ f ′′(a + teiϕ(b− a))
∣∣∣ dt

≤ e2iϕ(b− a)2

2
max{

∣∣ f ′′(a)
∣∣ ,
∣∣ f ′′(b)

∣∣} ∫ 1

0
(t− t2)dt

≤ e2iϕ(b− a)2

24
max{

∣∣ f ′′(a)
∣∣ ,
∣∣ f ′′(b)

∣∣}.

Theorem 3.11. Let f : K =
[
a, a + eiϕ(b− a)

]
→ (0, ∞) be a differentiable mapping on Koand f ′′ be integrable on[

a, a + eiϕ(b− a)
]
. Assume p ∈ R with p > 1. If | f ′′|p/p−1 is a quasi ϕ-convex function on the interval of real

numbers Ko (the interior of K) and a, b ∈ Ko with a < a + eiϕ(b − a) and 0 ≤ ϕ ≤ π
2 . Then, the following inequality
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holds: ∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + teiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

8

(√
π

2

) 1
p
(

Γ(p + 1)
Γ( 3

2 + p)

) 1
p [

max{
∣∣ f ′′(a)

∣∣ p
p−1 ,

∣∣ f ′′(b)
∣∣ p

p−1 }
] p−1

p
.

Proof. By using (3.4) and the well known Hölder’s integral inequality, we get∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + teiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

2

∫ 1

0
(t− t2)

∣∣∣ f ′′(a + teiϕ(b− a))
∣∣∣ dt

≤ eiϕ(b− a)
2

(∫ 1

0
(t− t2)pdt

) 1
p
(∫ 1

0

∣∣∣ f ′(a + teiϕ(b− a))
∣∣∣ p−1

p dt

) p
p−1

≤ eiϕ(b− a)
2

(
2−1−2p√πΓ(p + 1)

Γ( 3
2 + p)

) 1
p
(∫ 1

0
max{

∣∣ f ′(a)
∣∣ p

p−1 ,
∣∣ f ′(b)

∣∣ p
p−1 }dt

) p
p−1

≤ e2iϕ(b− a)2

8

(√
π

2

) 1
p
(

Γ(p + 1)
Γ( 3

2 + p)

) 1
p [

max{
∣∣ f ′′(a)

∣∣ p
p−1 ,

∣∣ f ′′(b)
∣∣ p

p−1 }
] p−1

p
.

Theorem 3.12. Let f : K =
[
a, a + eiϕ(b− a)

]
→ (0, ∞) be a differentiable mapping on Koand f ′′ be integrable on[

a, a + eiϕ(b− a)
]
. Assume q ∈ R with q ≥ 1. If | f ′′|q is a quasi ϕ-convex function on the interval of real numbers Ko

(the interior of K) and a, b ∈ Ko with a < a + eiϕ(b− a) and 0 ≤ ϕ ≤ π
2 . Then, the following inequality holds:∣∣∣∣∣ 1

eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + teiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

12

[
max{

∣∣ f ′′(a)
∣∣q ,
∣∣ f ′′(b)

∣∣q}] 1
q .

Proof. By using (1.1) and the well known power mean integral inequality, we have∣∣∣∣∣ 1
eiϕ(b− a)

∫ a+eiϕ(b−a)

a
f (x)dx − f (a) + f (a + teiϕ(b− a))

2

∣∣∣∣∣
≤ e2iϕ(b− a)2

2

∫ 1

0
(t− t2)

∣∣∣ f ′′(a + teiϕ(b− a))
∣∣∣ dt

≤ eiϕ(b− a)
2

(∫ 1

0
(t− t2)dt

) 1
p
(∫ 1

0
(t− t2)

∣∣∣ f ′(a + teiϕ(b− a))
∣∣∣q dt

) 1
q

≤ eiϕ(b− a)
2

(
1
6

) 1
p
(

max{
∣∣ f ′(a)

∣∣q ,
∣∣ f ′(b)

∣∣q} ∫ 1

0
(t− t2)dt

) 1
q

≤ e2iϕ(b− a)2

12

[
max{

∣∣ f ′′(a)
∣∣q ,
∣∣ f ′′(b)

∣∣q}] 1
q ,

where 1
p + 1

q = 1.
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Abstract

Intuitionistic fuzzy sets (IFS) are a generalization of the concept of fuzzy set. In standard intuitionistic
fuzzy arithmetic operations, we have some grievances in subtraction and division operations. In this paper,
modified new operations for subtraction and division on triangular intuitionistic fuzzy numbers (TIFNS) are
defined. Finally an illustrative example for solving Intuitionistic fuzzy multi-objective linear programming
problem (IFMOLPP) using these modified operators is provided.
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1 Introduction

In real world, we frequently deal with vague or imprecise information. Information available is sometimes
vague, sometimes inexact or sometimes insufficient. The concept of Fuzzy sets was introduced by Zadeh in
1965. The usual arithmetic operation on real numbers can be extended to the ones defined on fuzzy numbers
by means of Zadeh’s extension Principle [22-24].Then some of the noteworthy contributions on Fuzzy num-
bers and its applications have been made by Dubois and Prade [6, 7], Kaufmann [9], Kaufmann and Gupta
[10], Mizumoto and Tanaka [13], Nahmias [18] and Nguyen [19]. Interval Arithmetic was first suggested by
Dwyer [8] in 1951. The same was developed by Moore [14, 15].Various operations on fuzzy numbers were
also available in the literature [4, 17] which includes a new operation on Triangular fuzzy number for solving
linear programming problem. But these operations are not adequate explicitly. Out of several higher order
fuzzy sets, intuitionistic fuzzy sets (IFS) [1,2] have been found to be highly useful to deal with vagueness.
There are situations where due to insufficiency in the information available, the evaluation of membership
values is not also always possible and consequently there remains a part indeterministic on which hesitation
survives. Certainly fuzzy set theory is not appropriate to deal with such problems; rather intuitionistic fuzzy
set (IFS) theory is more suitable. The Intuitionistic fuzzy set was introduced by Atanassov.K.T [1] in 1986.
For the fuzzy multiple criteria decision making problems, the degree of satisfiability and non- satisfiability of
each alternative with respect to a set of criteria is often represented by an intuitionistic fuzzy number (IFN),
which is an element of IFS [11, 21].This Intuitionistic fuzzy mathematics is very little studied subject and
the extension of fuzzy arithmetic operations to Intuitionistic fuzzy set is needed. Modified new arithmetic
operations on intuitionistic triangular fuzzy numbers (TIFNS) are developed in this paper. According to intu-
itionistic fuzzy arithmetic operation using function principle [4,16], we have ÃI − ÃI = {(0, 0, 0); (0, 0, 0)}and
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ÃI

ÃI 6= 1̃I = {(1, 1, 1); (1, 1, 1)}. However, in optimization and many engineering applications, it can be desir-

able to have crisp values for ÃI − ÃIand ÃI

ÃI . i.e., the crisp values 0 and 1 respectively. To overcome the above,
the standard intuitionistic fuzzy arithmetic operations on intuitionistic triangular fuzzy number are modified
for subtraction and division operations with some necessary conditions and its application is also provided
here to enhance the robustness of the new operations developed by us.
The paper is organized as follows. Section 2 deals with some preliminary definitions and the modified oper-
ations on triangular fuzzy number using function principle. In section 3 and 4, the new intuitionistic fuzzy
arithmetic operations on intuitionistic triangular fuzzy number and its properties are discussed. In section
5, the definition of Intuitionistic fuzzy multi-objective linear programming problem with accuracy function
is given. An application of this new operation is discussed with intuitionistic fuzzy multi-objective linear
programming problem (IFMOLPP) in section 6 and some concluding remarks are given in section 7.

2 Preliminaries

Definition 2.1. [1] Given a fixed set X = {x1, x2, ..., xn}, an intuitionistic fuzzy set (IFS)is defined as
ÃI = (〈xi, µÃI (xi)

, vÃI (xi)〉xi ∈ X) which assigns to each element xi, a membership degree µ(xi) and a non-membership
degree vA(xi) under the condition 0 ≤ µA(xi) + vA(xi) ≤ 1, for all xi ∈ X.

Definition 2.2. [10] A triangular intuitionistic fuzzy number (TIFN)ÃI is an intuitionistic fuzzy set in R with the
following membership function µÃI (x) and non-membership function vÃI (x)

µÃI (x)=


x−a1
a2−a1

, a1 ≤ x ≤ a2
x−a3
a2−a3

, a2 ≤ x ≤ a3

0, otherwise
and vÃI (x)=


a2−x
a2−a′1

, a
′
1 ≤ x ≤ a2

x−a2
a′3−a2

, a2 ≤ x ≤ a
′
3

1, otherwise

,

where a
′
1 ≤ a1 ≤ a2 ≤ a3 ≤ a

′
3 and µÃI (x) + vÃI (x) ≤ 1 or µÃI (x) = vÃI (x) for all x ∈ R

This TIFN is denoted by ÃI = (a1, a2, a3; a
′
1, a2, a

′
3) = {(a1, a2, a3); (a

′
1, a2, a

′
3)}

2.1 Positive triangular intuitionistic fuzzy number

A positive triangular intuitionistic fuzzy number is denoted as {(a1, a2, a3); (a
′
1, a2, a

′
3)} where all a′is and

a
′′
i s > 0 for all i = 1, 2, 3.

2.2 Negative triangular intuitionistic fuzzy number

A negative triangular intuitionistic fuzzy number is denoted as {(a1, a2, a3); (a
′
1, a2, a

′
3)} where all a′is and

a
′′
i s < 0 for all i = 1, 2, 3.

2.3 Modified operations of triangular intuitionistic fuzzy numbers using function prin-
ciple

The following are the modified operations that can be performed on triangular intuitionistic fuzzy num-
bers: Let ÃI = {(a1, a2, a3); (a

′
1, a2, a

′
3)} and B̃I = {(b1, b2, b3); (b

′
1, b2, b

′
3)}

Then

1. Addition:ÃI + B̃I = {(a1 + b1, a2 + b2, a3 + b3); (a
′
1 + b

′
1, a2 + b2, a

′
3 + b

′
3)}.

2. Subtraction: ÃI − B̃I = {(a1 − b3, a2 − b2, a3 − b1); (a
′
1 − b

′
3, a2 − b2, a

′
3 − b

′
1)}.

3. Multiplication:ÃI × B̃I = {(min(a1b1, a1b3, a3b1, a3b3), a2b2, max(a1b1, a1b3, a3b1, a3b3));
(min(a

′
1b

′
1, a

′
1b

′
3, a

′
3b

′
1, a

′
3b

′
3), a2b2, max(a

′
1b

′
1, a

′
1b

′
3, a

′
3b

′
1, a

′
3b

′
3))}.
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4. Division: ÃI

B̃I = {(min( a1
b1

, a1
b3

, a3
b1

, a3
b3

), a2
b2

, max( a1
b1

, a1
b3

, a3
b1

, a3
b3

))

(min( a
′
1

b′1
, a

′
1

b′3
, a

′
3

b′1
, a

′
3

b′3
), a2

b2
, max( a

′
1

b′1
, a

′
1

b′3
, a

′
3

b′1
, a

′
3

b′3
))}.

Example 2.1. Let ÃI = {(2, 4, 6); (1, 4, 7)} and B̃I = {(1, 2, 3); (0.5, 2, 3.5)}
Then

1. ÃI + B̃I = {(3, 6, 9); (1.5, 6, 10.5)}

2. ÃI − B̃I = {(−1, 2, 5); (−2.5, 2, 6.5)}

3. ÃI × B̃I = {(2, 8, 18); (0.5, 8, 24.5)}

4. ÃI

B̃I = {(0.6, 2, 6); (0.286, 2, 14)}

5. ÃI

ÃI = {(0.333, 1, 3); (0.143, 1, 7)}

Remark 2.1. As mentioned earlier that ÃI − ÃI 6= 0̃I = {(0, 0, 0); (0, 0, 0)};
ÃI

ÃI 6= 1̃I = {(1, 1, 1); (1, 1, 1)}.
It follows that C̃I is the solution of the intuitionistic fuzzy linear equation ÃI + B̃I = C̃I . Then we would expect
B̃I = C̃I − ÃI .
For example, ÃI + B̃I = {(2, 4, 6); (1, 4, 7)}+ {(1, 2, 3); (0.5, 2, 3.5)} = {(3, 6, 9); (1.5, 6, 10.5)}.
But{(1, 2, 3); (0.5, 2, 3.5)} = {(1, 2, 3); (0.5, 2, 3.5)} − {(2, 4, 6); (1, 4, 7)}
{(1, 2, 3); (0.5, 2, 3.5)} = {(−3, 2, 7); (−5.5, 2, 9.5)} 6= B̃I .
The same thing appears when solving the intuitionistic fuzzy equation ÃI × B̃I = C̃I whose solution is not given by
B̃I = C̃I

ÃI = {(2,8,18);(0.5,8,24.5)}
{(2,4,6);(1,4,7)}

B̃I = {( 2
6 , 8

4 , 18
2 ); ( 0.5

7 , 8
4 , 24.5

1 )} = {(0.333, 2, 9); (0.071, 2, 24.5)} 6= B̃I

Therefore, the addition and subtraction (respectively multiplication and division) of intuitionistic triangular fuzzy num-
bers are not reciprocal operations. According to this statement, it is not possible to solve inverse problems exactly using
the standard fuzzy arithmetic operators. To overcome this in function principle operation of triangular intuitionistic
fuzzy numbers, a new operation is proposed that allows exact inversion.

3 A New Operation for Subtraction on intuitionistic Triangular fuzzy Number:

In this section our objective is to develop a new subtraction operator on triangular intuitionistic fuzzy
number, which is the exact inverse of the addition ′+′.

3.1 Condition on Subtraction Operator

Let ÃI = {(a1, a2, a3); (a
′
1, a2, a

′
3)} and B̃I = {(b1, b2, b3); (b

′
1, b2, b

′
3)}

Then ÃI − B̃I = {(a1 − b1, a2 − b2, a3 − b3); (a
′
1 − b

′
1, a2 − b2, a

′
3 − b

′
3)}.

The new subtraction operation exists only if the following conditions are satisfied D(ÃI) ≥ D(B̃I) and

D(ÃI
′
) ≥ D(B̃I

′
), where D(ÃI) = a3−a1

2 , D(B̃I) = b3−b1
2 , D(ÃI

′
) = a

′
3

2 and D(B̃I) = b
′
3−b

′
2

2 . Here D denotes
difference point of a intuitionistic triangular fuzzy number.

3.2 Properties of Subtraction Operator

1. Inverse operator of + : B̃I + (ÃI − B̃I) = (ÃI − B̃I) + B̃I

2. Multiplication by a scalar:λ(ÃI − B̃I) = λÃI − λB̃I

3. Neutral element: ÃI − 0̃I = ÃI

4. Associativity: ÃI − (B̃I − C̃I) = (ÃI − B̃I)− C̃I
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5. Inverse element: Any intuitionistic triangular fuzzy number is its own inverse under the modified sub-
traction i.e., ÃI − ÃI = 0̃I

6. Regularity:ÃI − B̃I = ÃI − C̃I ⇒ B̃I = C̃I

7. Pseudo - distributivity with respect to + : (ÃI + B̃I)− (C̃I + D̃I) = (ÃI − C̃I) + (B̃I − D̃I)

3.3 Mid point of a intuitionistic triangular fuzzy number

Let ÃI = {(a1, a2, a3); (a
′
1, a2, a

′
3)} and B̃I = {(b1, b2, b3); (b

′
1, b2, b

′
3)}

Then M(ÃI) = a3+a1
2 ,M(B̃I) = b3+b1

2 ,M(ÃI
′
) = a

′
3+a

′
1

2 , M(B̃I
′
) = b

′
3+b

′
1

2 .Here M denotes midpoint of a intu-
itionistic triangular fuzzy number.

3.4 Necessary Existence Condition for Subtraction

Proposition 3.1. The new subtraction operations exists only if the following conditions are satisfied D(ÃI) ≥ D(B̃I)

and D(ÃI
′
) ≥ D(B̃I

′
).

Proof 1. We have derived the necessary existence condition forÃI − B̃I which is equal to {(C1, C2, C3); (C
′
1, C2, C

′
3)}.

Let as take C1 ≤ C2 ≤ C3 ⇒ C1 ≤ C3 ⇒ a1 − b1 ≤ a3 − b3
⇒ [M(ÃI)− D(ÃI)]− [M(B̃I)− D(B̃I)] ≤ [M(ÃI) + D(ÃI)]− [M(B̃I) + D(B̃I)]
⇒ [M(B̃I) + D(B̃I)]− [M(B̃I)− D(B̃I)] ≤ [M(ÃI) + D(ÃI)]− [M(ÃI)− D(ÃI)]
⇒ 2D(B̃I) ≤ 2D(ÃI)
⇒ D(B̃I) ≤ D(ÃI)
⇒ D(ÃI) ≥ D(B̃I)

Similarly we can prove D(ÃI
′
) ≥ D(B̃I

′
).

These are the necessary conditions for new subtraction operator.

4 Condition on Division Operator:

Let ÃI = {(a1, a2, a3); (a
′
1, a2, a

′
3)} and B̃I = {(b1, b2, b3); (b

′
1, b2, b

′
3)}

Then ÃI

B̃I = {( a1
b1

, a2
b2

, a3
b3

); ( a
′
1

b′1
, a2

b2
, a

′
3

b′3
)}.

The new division operator exists only if the following conditions are satisfied | D(ÃI )
M(ÃI )

|≥| D(B̃I )
M(B̃I )

|;| D(ÃI
′
)

M(ÃI
′
)
|≥|

D(B̃I
′
)

M(B̃I
′
)
| and the negative triangular intuitionistic fuzzy number should be changed into negative multiplica-

tion of positive triangular intuitionistic fuzzy number.

4.1 Properties of Division Operator

1. Inverse operator of X:B̃I × ( ÃI

B̃I ) = ( ÃI

B̃I )× B̃I

2. Neutral element: The singleton 1̃I = {(1, 1, 1); (1, 1, 1)} defined by constant profile equal to 1̃I is a right

neutral element of division ÃI

1̃I = {( a1
1 , a2

1 , a3
1 ); ( a

′
1

1 , a2
1 , a

′
3

1 )} = {(a1, a2, a3); (a
′
1, a2, a

′
3)} = ÃI

3. Inverse element: Any triangular intuitionistic fuzzy number is its own inverse under modified division

operator ÃI

ÃI = {( a1
a1

, a2
a2

, a3
a3

); ( a
′
1

a′1
, a2

a2
, a

′
3

a′3
)} = {(1, 1, 1); (1, 1, 1)} = 1̃I

4. Regularity: ÃI

B̃I = ÃI

C̃I ⇒ B̃I = C̃I

5. Distributivity with regard to +: ÃI+B̃I

C̃I = ÃI

C̃I + B̃I

C̃I
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4.2 Necessary Existence Condition for Division

Proposition:
We have derived the necessary existence condition for ÃI

B̃I which is equal to {(C1, C2, C3); (C
′
1, C2, C

′
3)}.

Let as take C1 ≤ C2 ≤ C3 ⇒ C1 ≤ C3 ⇒ a1
b1
≤ a3

b3

⇒ [M(ÃI )−D(ÃI )]
[M(B̃I )−D(B̃I )]

≤ [M(ÃI )+D(ÃI )]
[M(B̃I )+D(B̃I )]

⇒ {M(ÃI)M(B̃I)+ M(ÃI)D(B̃I)−D(ÃI)M(B̃I)−D(ÃI)D(B̃I)} ≤ {M(ÃI)M(B̃I)−M(ÃI)D(B̃I)+ D(ÃI)M(B̃I)−
D(ÃI)D(B̃I)}
⇒ 2M(ÃI)D(B̃I) ≤ 2D(ÃI)M(B̃I)

⇒ D(B̃I )
M(B̃I )

≤ D(ÃI )
M(ÃI )

In this B̃I may be positive or negative. So we take the condition as | D(ÃI )
M(ÃI )

|≥| D(B̃I )
M(B̃I )

|. Similarly we can prove

| D(ÃI
′
)

M(ÃI
′
)
|≥| D(B̃I

′
)

M(B̃I
′
)
|.

These are the necessary conditions for new subtraction operator.

5 Intuitionistic Fuzzy Multi-Objective Linear Programming Problem (IF-
MOLPP):

Multi objective linear Programming with Triangular Intuitionistic Fuzzy Variables is defined as Minimize:
[C̃I

1 x̃I , C̃I
2 x̃I , ..., C̃I

n x̃I ]
Subject to ∑n

j=1 ãI
ij x̃

I
j ≤ b̃I

i , x̃I
j ≥ 0

where i = 1, 2, ..., m; j = 1, 2, ..., n where ÃI = (ãI
ij), C̃I , b̃I , x̃I are (m × n), (1× n), (m × 1), (n × 1) intuitionistic

fuzzy matrices consisting of triangular intuitionistic fuzzy numbers (TIFN).

5.1 Accuracy function [16]:

Let ÃI = {(a1, a2, a3); (a
′
1, a2, a

′
3)} be a TIFN.

Then we define (ÃI) = {(a1+2a2+a3)+(a
′
1+2a2+a

′
3)}

8 , an accuracy function of ÃI , to defuzzify the given number.

Example 5.2. Here we are going to solve fully intuitionistic fuzzy multi-objective linear programming problem using
simplex algorithm and using new operators.
Maximize {Z̃I

1 = 4̃I x̃I
1 + 1̃0I x̃I

2, Z̃I
2 = 2̃I x̃I

1 + 5̃I x̃I
2}

Subject to the constraints
2̃I x̃I

1 + 1̃I x̃I
2 = 5̃I

2̃I x̃I
1 + 5̃I x̃I

2 = 1̃0I

2̃I x̃I
1 + 3̃I x̃I

2 = 9̃I

We consider the first objective with the given constraints and it can be written as
Maximize {Z̃I

1 = 4̃I x̃I
1 + 1̃0I x̃I

2 + 0̃I s̃I
1 + 0̃I s̃I

2 + 0̃I s̃I
3}

Subject to the constraints
2̃I x̃I

1 + 1̃I x̃I
2 + 1̃I s̃I

1 = 5̃I

2̃I x̃I
1 + 5̃I x̃I

2 + 1̃I s̃I
2 = 1̃0I

2̃I x̃I
1 + 3̃I x̃I

2 + 1̃I s̃I
3 = 9̃I

Using Simplex Algorithm (by5.1),the current solution is
x̃I

1 = {(0, 0, 0); (0, 0, 0)} and x̃I
2 = {(1.5, 2, 2.75); (1.385, 2, 2.875)}

Hence, Maximize Z̃I
1 = {(13.5, 20, 30.250); (12.465, 20, 33.063)} = 2̃0I

Using Simplex Algorithm (by5.1, then the current solution is
Here, x̃I

1 = {(0, 0, 0); (0, 0, 0)} and x̃I
2 = {(1.5, 2, 2.75); (1.385, 2, 2.875)}
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Hence, Maximize Z̃I
2 = {(6, 10, 16.5); (5.540, 10, 18.688)} = 1̃0I

6 Conclusion

The main aim of this paper is to introduce a new operation for subtraction and division on intuitionistic
triangular fuzzy number which will be the inverse operations of addition and multiplication. These operations
may help us to reduce the computational complexities exist in solving many optimization problems.
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1 Introduction

1.1 Affine and Convex Combinations

The concept of affine and convex combinations refers to the sets of vectors. Through the paper we will
only use the combinations

c =
n

∑
i=1

pixi (1.1)

of the points xi ∈ R and the coefficients pi ∈ R. A combination in (1.1) is affine if ∑n
i=1 pi = 1. A combination

in (1.1) is convex if all pi ≥ 0 and ∑n
i=1 pi = 1. The point c itself is called the combination center. If I ⊆ R is an

interval, then any convex combination of the points xi ∈ I belongs to the interval I .

1.2 Affine and Convex Functions

A function f : R → R which is represented by the equation f (x) = kx + l where k and l are real constants
is affine, and it verifies the equality

f

(
n

∑
i=1

pixi

)
=

n

∑
i=1

pi f (xi) (1.2)

for all affine combinations ∑n
i=1 pixi from R. A function f : I → R which satisfies the inequality f (px + qy) ≤

p f (x) + q f (y) for all binomial convex combinations px + qy from I is convex, and it verifies the equality or
inequality in (1.2) for all convex combinations ∑n

i=1 pixi from I .

1.3 Recent Results

Theorem 1.1. Let [a, b] ⊂ R be a bounded closed interval where a < b, and ∑n
i=1 pixi be a convex combination from

[a, b].

∗Corresponding author.
E-mail address: Zlatko.Pavic@sfsb.hr (Zlatko Pavić).



Zlatko Pavić / Comments on Jensen’s... 309

Then every convex function f : [a, b] → R verifies the inequality

2 f
(

a + b
2

)
−

n

∑
i=1

pi f (xi) ≤ f

(
a + b−

n

∑
i=1

pixi

)
≤ f (a) + f (b)−

n

∑
i=1

pi f (xi).
(1.3)

Theorem 1.2. Let [a, b] ⊂ R and [c, d] ⊂ R be bounded closed intervals where a < b and c < d. Let p : [c, d] → R be
a non-negative continuous function with

∫ d
c p(x) dx > 0, and g : [c, d] → [a, b] be a continuous function.

Then every convex function f : [a, b] → R verifies the inequality

2 f
(

a + b
2

)
−
∫ d

c p(x) f (g(x)) dx∫ d
c p(x) dx

≤ f

(
a + b−

∫ d
c p(x)g(x) dx∫ d

c p(x) dx

)

≤ f (a) + f (b)−
∫ d

c p(x) f (g(x)) dx∫ d
c p(x) dx

.

(1.4)

The right-hand side of the inequality in (1.3) was obtained in [3]. The left-hand side of the inequality in
(1.3), and the inequality in (1.4) were obtained in [2]. Some new Jensen type inequalities have been recently
derived in [4].

2 Three Methods of Deriving Convex Function Inequalities

2.1 Basic Method Using Affinity

If a, b ∈ R are different numbers, say a < b, then every number x ∈ R can be uniquely presented as the
affine combination

x =
b− x
b− a

a +
x− a
b− a

b. (2.1)

The above binomial combination is convex if, and only if, the number x belongs to the interval [a, b]. Given
the function f : R → R, let f line

{a,b} : R → R be the function of the line passing through the points A(a, f (a))

and B(b, f (b)) of the graph of f . Applying the affinity of f line
{a,b} to the combination in (2.1), we get

f line
{a,b}(x) =

b− x
b− a

f (a) +
x− a
b− a

f (b). (2.2)

Assume that the function f is convex. Applying its convexity to the combination in (2.1) and connecting it
with the equation in (2.2), we get the basic inequalities of convex functions:

Lemma 2.1. Let [a, b] ⊂ R be a bounded closed interval where a < b.
Then every convex function f : R → R verifies the inequality

f (x) ≤ f line
{a,b}(x) if x ∈ [a, b], (2.3)

and the reverse inequality
f (x) ≥ f line

{a,b}(x) if x /∈ (a, b). (2.4)

If f is concave, then the reverse inequalities are valid in (2.3) and (2.4).

2.2 Discrete Method Using Common Center

The following lemma deals with two convex combinations of the same center (one convex combination
with two ”sub-combinations” has been studied in [5, Proposition 2]). Applying a convex function on such
convex combinations, we obtain the Jensen type inequality:
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Lemma 2.2. Let I ⊆ R be an interval, and a, b ∈ I be points such that a ≤ b. Let ∑n
i=1 pixi be the convex combination

with points xi ∈ [a, b]. Let ∑m
j=1 qjyj be the convex combination with points yj ∈ I \ (a, b).

If the convex combination center equality

n

∑
i=1

pixi =
m

∑
j=1

qjyj (2.5)

is satisfied, then every convex function f : I → R verifies the inequality

n

∑
i=1

pi f (xi) ≤
m

∑
j=1

qj f (yj). (2.6)

If f is concave, then the reverse inequality is valid in (2.6).

Proof. Prove the convexity case. If a < b, relying on the convexity of f and the affinity of f line
{a,b}, we get the

series of inequalities
n

∑
i=1

pi f (xi) ≤
n

∑
i=1

pi f line
{a,b}(xi) = f line

{a,b}

(
n

∑
i=1

pixi

)

= f line
{a,b}

(
m

∑
j=1

qjyj

)
=

m

∑
j=1

qj f line
{a,b}(yj)

≤
m

∑
j=1

qj f (yj)

derived applying the inequality in (2.3) to xi, and the inequality in (2.4) to yj. If a = b, we use any support line
f line
{a} instead of the chord line f line

{a,b}.

Remark 2.1. Lemma 2.2 is the generalization of Jensen’s inequality. Applying the lemma to the convex combination
center equality

1c =
n

∑
i=1

pixi, (2.7)

with the assumption a = b = c, we come to the Jensen inequality

f

(
n

∑
i=1

pixi

)
= 1 f (c) ≤

n

∑
i=1

pi f (xi). (2.8)

Respecting the Jensen inequality and our purposes in the main section, we give the following consequence
of Lemma 2.2:

Corollary 2.1. Let [a, b] ⊂ R be a bounded closed interval where a < b, and ∑n
i=1 pixi be a convex combination from

[a, b].
If the convex combination center equality

n

∑
i=1

pixi = αa + βb (2.9)

is satisfied, then every convex function f : [a, b] → R verifies the inequality

f (αa + βb) ≤
n

∑
i=1

pi f (xi) ≤ α f (a) + β f (b). (2.10)

If f is concave, then the reverse inequality is valid in (2.10).

Let us show the immediate application of the above corollary. Rewrite the inequality in (1.3) of Theorem
1.1 in the form

f
(

a + b
2

)
≤ 1

2
f

(
a + b−

n

∑
i=1

pixi

)
+

n

∑
i=1

pi
2

f (xi) ≤
f (a) + f (b)

2
, (2.11)
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and observe the the convex combination center equality

1
2

(
a + b−

n

∑
i=1

pixi

)
+

n

∑
i=1

pi
2

xi =
1
2

a +
1
2

b. (2.12)

The middle member in (2.12) is the (n + 1)-membered convex combination of the points x̄1 = a + b−∑n
i=1 pixi

and x̄i+1 = xi from [a, b] with the coefficients p̄1 = 1/2 and p̄i+1 = pi/2, including all i = 1, . . . , n. The right
member in (2.12) is the two-membered convex combination, in fact the arithmetic center, of the endpoints a
and b. So, we can apply the inequality in (2.10) of Corollary 2.1 to the equality in (2.12) to obtain the inequality
in (2.11).

2.3 Integral Method Using Convex Combinations

Let [a, b] ⊂ R be a bounded closed interval where a < b, and f : [a, b] → R be the Riemann integrable
function. Given the positive integer n, let

[a, b] =
n⋃

i=1

[ani, bni] (2.13)

where a = an1, ani < bni = an i+1 for i = 1, . . . , n − 1 and ann < bnn = b. It is assumed that every interval of
the above union contracts to the point as n approaches infinity. Take one point xni ∈ [ani, bni] for every index
i = 1, . . . , n. Then the limit of the sequence (cn)n of the convex combination centers

cn =
n

∑
i=1

bni − ani
b− a

f (xni), (2.14)

as n approaches infinity, is the point

1
b− a

∫ b

a
f (x) dx.

As an application of the above procedure, insert the points xi = xni and the convex combination coefficients
pi = (bni − ani)/(b− a) in the inequality in (2.11). Letting n to infinity, we have

f
(

a + b
2

)
≤ 1

2
f

(
a + b− 1

b− a

∫ b

a
x dx

)
+

1
2(b− a)

∫ b

a
f (x) dx ≤ f (a) + f (b)

2

which after arranging and using (a + b)/2 = a + b− (a + b)/2, gives the inequality

f
(

a + b− a + b
2

)
≤ 1

b− a

∫ b

a
f (x) dx ≤ f (a) + f (b)− f

(
a + b

2

)
. (2.15)

The integral method with convex combinations in deriving some variants of the known inequalities has
been applied in [6].

3 Main Results

Lemma 3.3. Let [a, b] ⊂ R be a bounded closed interval where a ≤ b, and xi ∈ [a, b] be points. Let α, β, pi ∈ [0, 1] be
coefficients such that α + β−∑n

i=1 pi = 1.
Then the affine combination

αa + βb−
n

∑
i=1

pixi (3.1)

belongs to the interval [a, b].
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Proof. Take γ = ∑n
i=1 pi, so α + β− γ = 1 by the assumption. Note that γ ≤ α and γ ≤ β. In the case γ = 0,

the combination in (3.1) is reduced to the convex combination αa + βb ∈ [a, b].
If γ > 0, then the convex combination ∑n

i=1(pi/γ)xi ∈ [a, b], so it is consequently equal to the binomial
convex combination α1a + β1b. In this case, we have

αa + βb−
n

∑
i=1

pixi = αa + βb− γ(α1a + β1b)

= (α− γα1)a + (β− γβ1)b

= α2a + β2b,

where the coefficients α2 = α − γα1 ≥ α − γ ≥ 0 and β2 = β − γβ1 ≥ β − γ ≥ 0, and their sum α2 + β2 =
α + β− γ(α1 + β1) = 1.

Assigning the convex function to the affine combinations of the above lemma, our main result reads as
follows:

Theorem 3.3. Let [a, b] ⊂ R be a bounded closed interval where a < b, and xi ∈ [a, b] be points. Let α, β, pi ∈ [0, 1] be
coefficients such that α + β−∑n

i=1 pi = 1.
Then every convex function f : [a, b] → R verifies the inequality

f
(

αa + βb
α + β

)
≤ 1

α + β

[
f

(
αa + βb−

n

∑
i=1

pixi

)
+

n

∑
i=1

pi f (xi)

]

≤ α f (a) + β f (b)
α + β

.

(3.2)

Proof. Briefly, since the convex combination center equality

1
α + β

(
αa + βb−

n

∑
i=1

pixi

)
+

n

∑
i=1

pi
α + β

xi =
αa + βb
α + β

(3.3)

is satisfied, we can apply the inequality in (2.10) of Corollary 2.1 to obtain the inequality in (3.2). Namely,
the middle member in (3.3) should be taken as the (n + 1)-membered convex combination from [a, b], and
similarly the right member as the two-membered convex combination of the endpoints.

The inequality in (3.2) with α = β = 1 reduces to the inequality in (1.3). By application the integral method
with convex combinations the inequality in (3.2) can be transferred to integrals.

Corollary 3.2. Let [a, b] ⊂ R be a bounded closed interval where a < b. Let α, β ∈ [0, 1] be coefficients such that
α + β > 1.

Then every convex function f : [a, b] → R verifies the inequality

α + β

γ
f
(

αa + βb
α + β

)
− 1

γ
f (c) ≤ 1

b− a

∫ b

a
f (x) dx ≤ α

γ
f (a) +

β

γ
f (b)− 1

γ
f (c) (3.4)

where γ = α + β− 1 and

c =
α− β + 1

2
a +

β− α + 1
2

b.

Proof. Using the inequality in (3.2) with xi = xni and pi = γ(bni − ani)/(b − a) in which case ∑n
i=1 pixi ap-

proaches
γ

b− a

∫ b

a
x dx =

γ

2
(a + b),

and ∑n
i=1 pi f (xi) approaches

γ

b− a

∫ b

a
f (x) dx

as n approaches infinity, we get the inequality in (3.4).
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Corollary 3.3. Let [a, b] ⊂ R and [c, d] ⊂ R be bounded closed intervals where a < b and c < d. Let p : [c, d] → R

be a non-negative continuous function with
∫ d

c p(x) dx > 0, and g : [c, d] → [a, b] be a continuous function. Let
α, β ∈ [0, 1] be coefficients such that α + β > 1.

Then every convex function f : [a, b] → R verifies the inequality

f
(

αa+βb
α+β

)
≤ 1

α+β

[
f

(
αa + βb− γ

∫ d
c p(x)g(x) dx∫ d

c p(x) dx

)
+ γ

∫ d
c p(x) f (g(x)) dx∫ d

c p(x) dx

]

≤ α f (a) + β f (b)
α + β

(3.5)

where γ = α + β− 1.

Proof. The inequality in (3.5) follows from the inequality in (3.2) with the points xi = g(xni) and the coefficients
pi = γ(dni − cni)p(xni)/ ∑n

i=1(dni − cni)p(xni). For that matter, the combination

n

∑
i=1

pixi = γ
n

∑
i=1

(dni − cni)p(xni)
∑n

i=1(dni − cni)p(xni)
g(xni) = γ

∑n
i=1(dni − cni)p(xni)g(xni)

∑n
i=1(dni − cni)p(xni)

passes to the integral quotient

γ

∫ d
c p(x)g(x) dx∫ d

c p(x) dx

as n approaches infinity. The same goes for the combination ∑n
i=1 pi f (xi).

The inequality in (3.5) with γ = 1, and consequently α = β = 1, reduces to the inequality in (1.4).

4 Applications

We want to apply the combination in (3.1), and the right-hand side of the inequality in (3.2),

f

(
αa + βb−

n

∑
i=1

pixi

)
≤ α f (a) + β f (b)−

n

∑
i=1

pi f (xi), (4.1)

to discrete quasi-arithmetic means. The excellent book on means and their inequalities in [1] can always be
recommended.

Let I ⊆ R be an interval. In the applications of convexity, we often use strictly monotone continuous
functions ϕ, ψ : I → R such that ψ is convex with respect to ϕ (ψ is ϕ-convex), that is, f = ψ ◦ ϕ−1 is convex
on ϕ(I). A similar notation is used for the concavity.

Let ∑n
i=1 pixi be a convex combination from I . The discrete ϕ-quasi-arithmetic mean of the points xi with

the coefficients pi is the point

Mϕ(xi; pi) = ϕ−1

(
n

∑
i=1

pi ϕ(xi)

)
(4.2)

which belongs to I . The point Mϕ(xi; pi) can also be called the ϕ-quasi-center of the convex combination
center c = ∑n

i=1 pixi. The idea of the formula in (4.2) may be applied for a quasi-arithmetic mean of the affine
combination αa + βb−∑n

i=1 pixi that belongs to [a, b] , in this way:

Mϕ(a, b, xi; α, β, pi) = ϕ−1

(
αϕ(a) + βϕ(b)−

n

∑
i=1

pi ϕ(xi)

)
. (4.3)

The mean defined in (4.3) belongs to [a, b] because αϕ(a) + βϕ(b)−∑n
i=1 pi ϕ(xi) belongs to ϕ([a, b]).

We have the following application of the formula in (4.1) to the quasi-arithmetic means in (4.3):
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Corollary 4.4. Let [a, b] ⊂ R be a bounded closed interval where a < b, and ϕ, ψ : [a, b] → R be strictly monotone
continuous functions. Let xi ∈ [a, b] be points, and α, β, pi,∈ [0, 1] be coefficients such that α + β−∑n

i=1 pi = 1.
If ψ is either ϕ-convex and increasing or ϕ-concave and decreasing, then the inequality

Mϕ(a, b, xi; α, β, pi) ≤ Mψ(a, b, xi; α, β, pi) (4.4)

holds.
If ψ is either ϕ-convex and decreasing or ϕ-concave and increasing, then the reverse inequality is valid in (4.4).

Proof. Prove the case that ψ is ϕ-convex and increasing. Since ϕ is monotone, the endpoints of the interval
[c, d] = ϕ([a, b]) are ϕ(a) and ϕ(b). Using the inequality in (4.1) with the convex function f = ψ ◦ ϕ−1 : [c, d] →
R, we get

ψ ◦ ϕ−1

(
αϕ(a) + βϕ(b)−

n

∑
i=1

pi ϕ(xi)

)
≤ αψ(a) + βψ(b)−

n

∑
i=1

piψ(xi),

and assigning the increasing function ψ−1 to the above inequality, we attain the mean inequality in (4.4).

Using the pairs of functions ϕ(x) = x−1 , ψ(x) = ln x and ϕ(x) = ln x , ψ(x) = x in the inequality in (4.4)
with a, b > 0, we get the harmonic-geometric-arithmetic inequality for the means defined in (4.3):(

α

a
+

β

b
−

n

∑
i=1

pi
xi

)−1

≤ aαbβ
n

∏
i=1

x−pi
i ≤ αa + βb−

n

∑
i=1

pixi. (4.5)

A further application of the inequality in (4.1) could be related to the definition of the variant of Jensen’s
functional by the formula

J f (a, b, xi; α, β, pi) = α f (a) + β f (b)−
n

∑
i=1

pi f (xi)− f

(
αa + βb−

n

∑
i=1

pixi

)
. (4.6)

Some new results relating to the bounds of Jensen’s functional have been latterly achieved in [7].
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Abstract

We study the notion of pre-Is-open and pre-Is-continuous and obtain some properties. Then, we intro-
duce and investigate pre-Is-open functions and pre-Is-closed functions. Also we obtain a decomposition of
continuity via idealization.
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1 Introduction

Ideal in topological space have been considered since 1930 by Kuratowski[9] and Vaidyanathaswamy[15].
After several decades, in 1990, Jankovic and Hamlett[6] investigated the topological ideals which is the gen-
eralization of general topology. Where as in 2010, Khan and Noiri[7] introduced and studied the concept of
semi-local functions. The notion of pre-open sets and pre-continuity was first introduced and investigated
by Mashhour et. al. [11] in 1982. Finally in 1996, Dontchev [3] introduced the notion of pre-I-open sets and
pre-I-continuity in ideal topological spaces. Recently we introduced pre-Is-open sets and pre-Is-continuity
to obtain decomposition of continuity.

In this paper we study the notion of pre-Is-open and pre-Is-continuous and obtain some properties. We
introduce and investigate pre-Is-open functions and pre-Is-closed functions. Also we obtain a decomposition
of continuity via idealization.

2 Preliminaries

Let (X, τ) be a topological space with no separation properties assumed. For a subset A of a topological
space (X, τ), cl(A) and int(A) denote the closure and interior of A in (X, τ) respectively.

An ideal I on a topological space (X, τ) is a nonempty collection of subsets of X which satisfies: (1) A ∈ I
and B ⊆ A implies B ∈ I (2)A ∈ I and B ∈ I implies A ∪ B ∈ I .

If (X, τ)is a topological space and I is an ideal on X, then (X, τ, I) is called an ideal topological space or
an ideal space.

Let P(X) be the power set of X. Then the operator ()∗ : P(X) → P(X) called a local function [9] of A
with respect to τ and I , is defined as follows: for A ⊆ X, A∗(I , τ) = {x ∈ X : U ∩ A /∈ I for every open
set U containing x}. We simply write A∗ instead of A∗(I , τ) in case there is no confusion. For every ideal
topological space (X, τ, I) there exists topology τ∗ finer than τ, generated by β(I , τ) = {U \ J : U ∈ τ and
J ∈ I} but in general β(I , τ) is not always a topology. Additionally cl∗(A) = A ∪ A∗ defines Kuratowski
closure operator for a topology τ∗ finer than τ. Throughout this paper X denotes the ideal topological space
(X, τ, I) and also int∗(A) denotes the interior of A with respect to τ∗.

∗Corresponding author.
E-mail address: santhifuzzy@yahoo.co.in (R. Santhi), rameshngm@gmail.com (M. Rameshkumar).
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Definition 2.1. Let (X, τ) be a topological space. A subset A of X is said to be semi-open [10] if there exists an open
set U in X such that U ⊆ A ⊆ cl(U). The complement of a semi-open set is said to be semi-closed. The collection of all
semi-open (resp. semi-closed) sets in X is denoted by SO(X) (resp. SC(X)). The semi-closure of A in (X, τ) is denoted by
the intersection of all semi-closed sets containing A and is denoted by scl(A).

Definition 2.2. For A ⊆ X, A∗(I , τ) = { x ∈ X/U ∩ A /∈ I for every U ∈ SO(X)} is called the semi-local function
[7] of A with respect to I and τ, where SO(X, x) = {U ∈ SO(X) : x ∈ U}. We simply write A∗ instead of A∗(I , τ)
in this case there is no ambiguity.

It is given in [2] that τ∗s(I) is a topology on X, generated by the sub basis {U − E : U ∈ SO(X) and E ∈ I}
or equivalently τ∗sI = {U ⊆ X : cl∗s(X −U) = X −U}. The closure operator cl∗s for a topology τ∗s(I) is
defined as follows: for A ⊆ X, cl∗s(A) = A ∪ A∗ and int∗s denotes the interior of the set A in (X, τ∗s, I). It is
known that τ ⊆ τ∗(I) ⊆ τ∗s(I). A subset A of (X, τ, I) is called semi-∗-perfect [8] if A = A∗. A ⊆ (X, τ, I) is
called ∗-semi dense in-itself [8](resp. semi-∗-closed [8]) if A ⊂ A∗ (resp. A∗ ⊆ A).

Lemma 2.1. [7] Let (X, τ, I) be an ideal topological space and A, B be subsets of X. Then for the semi-local function
the following properties hold:

1. If A ⊆ B then A∗ ⊆ B∗.

2. If U ∈ τ then U ∩ A∗ ⊆ (U ∩ A)∗

3. A∗ = scl(A∗) ⊆ scl(A) and A∗ is semi-closed in X.

4. (A∗)∗ ⊆ A∗.

5. (A ∪ B)∗ = A∗ ∪ B∗.

6. If I = {φ}, then A∗ = scl(A).

Definition 2.3. A subset A of a topological space X is said to be

1. α-open [12]if A ⊆ int(cl(int(A))),

2. pre-open [11] if A ⊆ int(cl(A)),

3. β-open [1] if A ⊆ cl(int(cl(A))).

Definition 2.4. A subset A of an ideal topological space (X, τ, I) is said to be

1. α-I-open [4]if A ⊆ int(cl∗(int(A))),

2. pre-I-open [3] if A ⊆ int(cl∗(A)),

3. semi-I-open [4] if A ⊆ cl∗(int(A)).

Definition 2.5. A subset A of an ideal topological space (X, τ, I) is said to be

1. α-Is-open [13]if A ⊆ int(cl∗s(int(A))),

2. pre-Is-open [13] if A ⊆ int(cl∗s(A)),

3. semi-Is-open [13] if A ⊆ cl∗s(int(A)).

By PISO(X, τ), we denote the family of all pre-Is-open sets of a space (X, τ, I).

Remark 2.1. In [13], the authors obtained the following diagram:

open −−−−→ α-Is-open −−−−→ semi-Is-open −−−−→ semi-openy y
pre-Is-open −−−−→ pre-open −−−−→ β-open
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3 Pre-Is-open sets

Theorem 3.1. Let (X, τ, I) be an ideal topological space.

1. If {Aα : α ∈ ∆} ⊆ PISO(X), then ∪{Aα : α ∈ ∆} ∈ PISO(X)

2. If A ∈ PISO(X) and U ∈ τ, then A ∩U ∈ PISO(X).

3. If A ∈ PISO(X) and B ∈ τα, then A ∩ B ∈ PO(X)

Proof. (1) Since {Aα : α ∈ ∆} ⊆ PISO(X), then Aα ⊆ int(cl∗s(Aα)) for every α ∈ ∆. Thus⋃
α∈∆

Aα ⊆
⋃
α∈∆

int(cl∗s(Aα)) ⊆ int(
⋃
α∈∆

cl∗s(Aα)) = int(
⋃
α∈∆

((Aα)∗ ∪ Aα))

= int(
⋃
α∈∆

(Aα)∗ ∪
⋃
α∈∆

Aα) ⊆ int((
⋃
α∈∆

Aα)∗ ∪
⋃
α∈∆

Aα) = int(cl∗s(
⋃
α∈∆

Aα)).

(2) By assumption A ⊆ int(cl∗s(A)) and U ⊆ int(U). By Lemma 2.1, A ∩ U ⊆ int(cl∗s(A)) ∩ int(U) ⊆
int(cl∗s(A)∩U) = int((A∗ ∪ A)∩U) = int((A∗ ∩U)∪ (A∩U)) ⊆ int((A∩U)∗ ∪ (A∩U)) = int(cl∗s(A∩U)).

(3) Every pre-Is-open set is pre-open and the intersection of pre-open set and α-set is always pre-open
set.

Remark 3.1. Intersection of even two pre-Is-open sets need not be pre-Is-open set as shown in the following example.

Example 3.1. Let X = {a, b, c, d }, τ = {φ, X, {b}, {c, d}, {b, c, d}} and I = {φ}. Then we put A = {a, b, c} and B =
{a, b, d} are pre-Is-open but A ∩ B = {a, b} is not pre-Is-open.

Definition 3.1. A subset F of a space (X, τ, I) is said to be pre-Is-closed if its complement is pre-Is-open.

Remark 3.2. For a subset A of a space (X, τ, I), we have X − cl∗s(int(A)) 6= int(cl∗s(X − A)) as shown from the
following example.

Example 3.2. Let X = {a, b, c, d }, τ = {φ, X, {d}, {a, c}, {a, c, d}} and I = {φ, X, {c}, {d}, {c, d}}. Then we put A =
{b, d}, we have int(cl∗s(X− A)) = int(cl∗s({a, c}) = int({a, c}) = {a, c} but X− cl∗s(int(A)) = X− cl∗s({d}) =
X − {d} = {a, b, c}.

Theorem 3.2. If a subset A of a space (X, τ, I) is pre-Is-closed, then cl∗s(int(A)) ⊆ A.

Proof. Since A is pre-Is-closed, X− A ∈ PISO(X, τ). Since τ∗s(I) is finer than τ, we have X− A ⊆ int(cl∗s(X−
A)) ⊆ int(cl(X − A)) = X − cl(int(A)) ⊆ X − cl∗s(int(A)). Therefore we obtain cl∗s(int(A)) ⊆ A.

Corollary 3.1. Let A be a subset of a space (X, τ, I) such that X − cl∗s(int(A)) = int(cl∗s(X − A)). Then A is
pre-Is-closed if and only if cl∗s(int(A)) ⊆ A

Proof. This is an immediate consequence of Theorem 3.2.

Theorem 3.3. [8] Let (X, τ, I) be an ideal space and A ⊆ Y ⊆ X, where Y is α-open in X. Then A∗(IY, τ|Y) =
A∗(I , τ) ∩Y.

Theorem 3.4. Let (X, τ, I) be an ideal topological space. If Y ∈ τ and W ∈ PISO(X), then Y∩W ∈ PISO(Y, τ|Y, IY).

Proof. Since Y is open, we have intY(A) = int(A) for any subset A of Y. Now Y ∩W ⊆ Y ∩ int(cl∗s(W)) =
Y ∩ (int(W∗ ∪W)) = Y ∩ (int(W∗) ∪ int(W)) = (Y ∩ int(W∗)) ∪ (Y ∩ int(W)) = intY(Y ∩W∗) ∪ intY(Y ∩W) =
intY [(Y∩W∗)∪ (Y∩W)] = intY [((Y∩W∗)∪ (Y∩W))∩Y] = intY [Y∩ (Y∩W∗)∪Y∩W] ⊆ intY [Y∩ (Y∩W)∗ ∪
Y ∩W] = intY [(Y ∩W)∗(IY, τ|Y) ∪ (Y ∩W)] = intY [cl∗s

Y (Y ∩W)]. This shows that Y ∩W ∈ PISO(Y, τ|Y, IY).

Theorem 3.5. Let (X, τ, I) be an ideal topological space and A ⊆ U ∈ τ. Then, A is pre-Is-open in (X, τ, I) if and
only if A is pre-Is-open in (U, τ|U , IU).

Proof. Let A be pre-Is-open in (X, τ, I). Then we have A = U ∩ A ⊆ U ∩ int(cl∗s(A)) ⊆ intU(U ∩ cl∗s(A)) ⊆
intU(cl∗s

U (A)). This shows that A is pre-Is-open in (U, τ|U , IU).
Sufficiency. Let A be pre-Is-open in (U, τ|U , IU). Then we have A ⊆ intU(cl∗s

U (A)) = int(cl∗s(A) ∩ U) ⊆
int(cl∗s(A)). This shows that A is pre-Is-open in (X, τ, I).
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4 Pre-Is-continuous functions

Definition 4.1. A function f : (X, τ, I) → (Y, σ) is said to be pre-Is-continuous [13]
( resp. pre-I-continuous [3], pre-continuous [11]) if f−1(V) is pre-Is-open (resp. pre-I-open, pre-open) in (X, τ, I) for
each open set V of (Y, σ).

Theorem 4.1. Let f : (X, τ, I) → (Y, σ) be a function. Then the following holds:

a) Every continuous function is pre-Is-continuous.

b) Every pre-Is-continuous is pre-continuous.

c) Every pre-Is-continuous is pre-I-continuous.

Proof. The proof is obvious.

Remark 4.1. Converse of the Theorem 4.1 need not be true as seen from the following examples.

Example 4.1. Let X = {a, b, c, d}, Y = {a, b, c} τ = {φ, X, {c}{a, b}, {a, b, c}}, σ = {φ, X, {c}, {d}, {c, d}} and
I = {φ, {b}, {c}, {b, c}}. Define a function f : (X, τ, I) → (Y, σ) as follows f (a) = f (b) = c, f (c) = b, f (d) = a.
Then f is pre-Is-continuous but not continuous.

Example 4.2. Let X = {a, b, c, d}, τ = {φ, X, {a}, {b}{a, b}}, σ = {φ, X, {a}, {a, b}, {a, b, c}} and I = {φ, {a}, {b}, {a, b}}.
The identity function f : (X, τ, I) → (X, σ) is pre-continuous and pre-I-continuous, but it is not pre-Is-continuous.

Theorem 4.2. For a function f : (X, τ, I) → (Y, σ), the following are equivalent:

1. f is pre-Is-continuous,

2. for each x ∈ X and each V ∈ σ containing f (x), then there exists W ∈ PISO(X, τ) containing x such that
f (W) ⊆ V,

3. for each x ∈ X and each V ∈ σ containing f (x), cl∗s( f−1(V)) is neighborhood of X,

4. the inverse image of each closed set in (Y, σ) is pre-Is-closed.

Proof. (1) ⇒ (2). Let x ∈ X and V be any open set of Y containing f (x). Set W = f−1(V), then by(1), W is
pre-Is-open and clearly x ∈ W and f (W) ⊆ V.

(2) ⇒ (3). Since V ∈ σ and f (x) ∈ V. Then by(2) there exists W ∈ PISO(X) containing x such that f (W) ⊆
V. Thus, x ∈ W ⊆ int(cl∗s(W)) ⊆ int(cl∗s( f−1(V))) ⊆ cl∗s( f−1(V)). Hence cl∗s( f−1(V)) is a neighborhood of
X.

(3) ⇒ (4) and (1) ⇔ (4) are obvious.

Theorem 4.3. Let f : (X, τ, I) → (Y, σ) be pre-Is-continuous and U ∈ τ. Then the restriction f |U : (U, τ|U , IU) →
(Y, σ) is pre-Is-continuous.

Proof. Let V be any open set of (Y, σ). Since f is pre-Is-continuous, f−1(V) ∈ PISO(X, τ) and by Theorem 3.5,
( f |U)−1(V) = f−1(V) ∩U ∈ PISO(U, τ|U). This shows that f |U : (U, τ|U , IU) → (Y, σ) is pre-Is-continuous.

Theorem 4.4. Let f : (X, τ, I) → (Y, σ) be a function and {Uα/α ∈ ∆} be an open cover of X. Then f is pre-Is-
continuous if and only if the restriction f |Uα : (Uα, τ|Uα , IUα ) → (Y, σ) is pre-Is-continuous for each α ∈ ∆.

Proof. This follows from Theorem 4.3.
Sufficiency Let V be any open set in (Y, σ). Since f |Uα is pre-Is-continuous for each α ∈ ∆. ( f |Uα )

−1(V) is pre-
Is-open set of (Uα, τ|Uα , IUα ) and hence by Theorem 3.5, ( f |Uα )

−1(V) is pre-Is-open set in (X, τ, I) for each
α ∈ ∆. Moreover, we have

f−1(V) =
( ⋃

α∈∆

Uα

)
∩ f−1(V) =

⋃
α∈∆

(
Uα ∩ f−1(V)

)
=

⋃
α∈∆

(
f |Uα

)−1
(V).
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Theorem 4.5. Let f : (X, τ, I) → (Y, σ,J ) and g : (Y, σ,J ) → (Z, η), be two functions where I and J are ideals of
X and Y respectively. Then:

1. g ◦ f is pre-Is-continuous if f is pre-Is-continuous and g is continuous.

2. g ◦ f is pre-continuous if f is pre-Is-continuous and g is continuous.

Proof. It is obvious.

Theorem 4.6. A function f : (X, τ, I) → (Y, σ) is pre-Is-continuous if and only if the graph function g : X → X×Y,
defined by g(x) = (x, f(X)) for each x ∈ X, is pre-Is-continuous.

Proof. Suppose that f is pre-Is-continuous. Let x ∈ X and W be any open set of X × Y containing g(x). Then
there exists a basic open set U×V such that g(x) = (x, f (x)) ∈ U×V ⊆ W. Since f is pre-Is-continuous, then
there exists a pre-Is-open set U◦ of X containing x such that f (U◦) ⊆ V. By Theorem 3.1 U◦ ∩U ∈ PISO(X, τ)
and g(U◦ ∩U) ⊆ U ×V ⊆ W. This shows that g is pre-Is-continuous.
Sufficiency: Suppose that g is pre-Is-continuous. Let x ∈ X and V be any open set of Y containing f (x). Then
X × V is open in X × Y and by pre-Is-continuity of g, there exists U ∈ PISO(X, τ) containing x such that
g(U) ⊆ X ×V. Therefore we obtain f (U) ⊆ V. This shows that f is pre-Is-continuous.

5 Pre-Is-open and pre-Is-closed functions

Definition 5.1. [14] A function f : (X, τ) → (Y, σ,J ) is called pre-Is-open (resp. pre-Is-closed) if for each U ∈ τ

(resp. U is closed) f (U) ∈ PISO(Y, σ,J )(resp. f (U) is pre-Is-closed set).

Definition 5.2. [3] A function f : (X, τ) → (Y, σ,J ) is called pre-I-open (resp. pre-I-closed) if for each U ∈ τ (resp.
U is closed) f (U) is pre-I-open (resp. f (U) is pre-I-closed) set in (Y, σ,J ).

Remark 5.1. 1. Every pre-Is-open (resp. pre-Is-closed) function is pre-open (resp. pre-closed) and the converses are
false in general.

2. Every pre-Is-open (resp. pre-Is-closed) function is pre-I-open (resp. pre-I-closed) and the converses are false in
general.

3. Every open function is pre-Is-open but the converse is not true in general.

Example 5.1. Let X = {a, b, c, d}, τ = {φ, X, {a, b}}, σ = {φ, X, {d}, {a, c}, {a, c, d}} and J = {φ, {c}, {d}, {c, d}}.
Define a function f : (X, τ) → (X, σ,J ) as follows f (a) = c, f (b) = d, f (c) = b, f (d) = a. Then f is pre-open, but it
is not pre-Is-open.

Example 5.2. Let X = {a, b, c, d}, τ = {φ, X, {b}, {b, c, d}}, σ = {φ, X, {a}, {b}, {a, b}} andJ = {φ, {b}, {c}, {b, c}}.
Define a function f : (X, τ) → (X, σ,J ) as follows f (a) = f (d) = a, f (b) = b, f (c) = c. Then f is pre-I-open, but it
is not pre-Is-open.

Example 5.3. Let X = {a, b, c, d}, τ = {φ, X, {a}, {a, b, c}}, σ = {φ, X, {d}, {a, c}, {a, c, d}} andJ = {φ, {c}, {d}, {c, d}}.
Define a function f : (X, τ) → (X, σ,J ) as follows f (a) = a, f (b) = b, f (c) = d, f (d) = b. Then f is pre-Isopen, but
it is not open.

Theorem 5.1. A function f : (X, τ) → (Y, σ,J ) is called pre-Is-open if and only if for each subset W ⊆ Y and each
closed set F of X containing f−1(W), there exists a pre-Is-closed set H ⊆ Y containing W such that f−1(H) ⊆ F.

Proof. Let H = Y − f (X − F). Since f−1(W) ⊆ F, we have f (X − F) ⊆ Y −W. Since f is pre-Is-open, then H
is pre-Is-closed and f−1(H) = X − f−1( f (X − F)) ⊆ X − (X − F) = F.
Sufficiency. Let U be any open set of X and W = Y − f (U). Then f−1(W) = X − f−1( f (U)) ⊆ X −U and
X −U is closed. By the hypothesis, there exists an pre-Is-closed set H of Y containing W such that f−1(H) ⊆
X−U. Then we have f−1(H)∩U = φ and H ∩ f (U) = φ. Therefore we obtain Y− f (U) ⊇ H ⊇ W = Y− f (U)
and f (U) is pre-Is-open in Y. This shows that f is pre-Is-open.

Theorem 5.2. For any bijective function f : (X, τ) → (Y, σ,J ), the following are equivalent:
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1. f−1 : (X, σ,J ) → (X, τ) is pre-Is-continuous,

2. f is pre-Is-open,

3. f is pre-Is-closed,

Proof. Obvious.

6 Decomposition of Continuity

Definition 6.1. A subset A of an ideal topological space (x, τ, I) is called Is-locally closed if A = U ∩V, where U ∈ τ

and V is semi-∗-perfect.

Proposition 6.1. Let (x, τ, I) be an ideal topological space and A a subset of X. Then the following are equivalent:

1. A is open,

2. A is pre-Is-open and Is-locally closed.

Proof. (1) ⇒ (2) Let A is open. Then A is pre-Is-open. On the other hand A = A ∩ X, where A ∈ τ and X is
semi-∗-perfect.

(2) ⇒ (1) By assumption A ⊆ int(cl∗s(A)) = int(cl∗s(U ∩V)), where U ∈ τ and V is semi-∗-perfect. Hence
A = U ∩ A ⊆ U ∩ int(cl∗s(U)) ∩ int(cl∗s(V)) = U ∩ int(V ∪ V∗) = int(U) ∩ int(V) = int(U ∩ V) = int(A).
Hence A is open.

Definition 6.2. A function f : (X, τ, I) → (Y, σ), is called Is-LC-continuous if for every V ∈ σ, f−1(V) is Is-locally
closed.

Proposition 6.2. Let (x, τ, I) be an ideal topological spaces. Then, every continuous function f : (X, τ, I) → (Y, σ),
is Is-LC-continuous.

Proof. Obvious.

Remark 6.1. Converse of the Theorem 6.2 need not be true as seen from the following example.

Example 6.1. Let X = Y = {a, b, c, d}, τ = {φ, X, {a}, {b}, {a, b}, {a, d}, {a, b, d}}, σ = {φ, X, {d}} and J =
{φ, {b}, {c}, {b, c}}. The identity function f : (X, τ) → (X, σ,J ) is Is-LC-continuous but it is not continuous.

Theorem 6.1. Let (x, τ, I) be an ideal topological spaces. For a function f : (X, τ, I) → (Y, σ), the following
conditions are equivalent:

1. f is continuous,

2. f is pre-Is-continuous and Is-LC-continuous.

Proof. This follows from Proposition 6.1.
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