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Abstract. We consider hypersphere x(u, v, w) in the four dimensional Euclidean space E4. We compute the fourth Laplace-
Beltrami operator of the hypersphere satisfying ∆IV x =Ax, where A ∈ Mat (4, 4).
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1. Introduction

In differential geometry, hyper-surfaces theory have been worked by many mathematicians for a long time.
For example, Obata worked [41] certain conditions for a Riemannian manifold to be isometric with a sphere;
Takahashi [44] proved that a connected Euclidean submanifold is of 1-type, iff it is either minimal in Em or
minimal in some hypersphere of Em; Chern, do Carmo, and Kobayashi [15] gave minimal submanifolds of a
sphere with second fundamental form of constant length; Cheng and Yau considered hypersurfaces with constant
scalar curvature; Lawson [37] gave minimal submanifolds in his book.

Chen [9–12] studied submanifolds of finite type whose immersion into Em (or Em
ν ) by using a finite number of

eigenfunctions of their Laplacian. Some results of 2-type spherical closed submanifolds were given by [6, 7, 10];
Garay researched [25] an extension of Takahashi’s theorem in Em. Chen and Piccinni [13] focused submanifolds
with finite type Gauss map in Em. Dursun [20] considered hypersurfaces with pointwise 1-type Gauss map in
En+1.

∗Corresponding author. Email address: eguler@bartin.edu.tr (Erhan GÜLER)
ORCID: https://orcid.org/0000-0003-3264-6239

https://www.malayajournal.org/index.php/mjm/index ©2023 by the authors.
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In E3; Takahashi [44] proved that minimal surfaces and spheres are the only surfaces satisfying the condition
∆r = λr, λ ∈ R; Ferrandez, Garay, and Lucas [22] gave that the surfaces satisfying ∆H = AH , A ∈ Mat(3, 3)

are either minimal, or an open piece of sphere or of a right circular cylinder; Choi and Kim [17] studied the
minimal helicoid in terms of pointwise 1-type Gauss map of the first kind; Garay [24] classified a certain class
of finite type surfaces of revolution; Dillen, Pas and Verstraelen [18] focused that the only surfaces satisfying
∆r = Ar +B, A ∈ Mat(3, 3), B ∈ Mat(3, 1) are the minimal surfaces, the spheres and the circular cylinders;
Stamatakis and Zoubi [43] obtained surfaces of revolution satisfying ∆IIIx = Ax; Senoussi and Bekkar [42]
introduced helicoidal surfaces M2 which are of finite type with respect to the fundamental forms I, II and III,

i.e., their position vector field r(u, v) satisfies the condition ∆Jr = Ar, J = I, II, III, where A ∈ Mat(3, 3);
Kim, Kim and Kim [34] gave Cheng-Yau operator and Gauss map of surfaces of revolution.

In E4; Moore [39, 40] worked general rotational surfaces; Hasanis and Vlachos [31] considered
hypersurfaces with harmonic mean curvature vector field; Cheng and Wan [14] gave complete hypersurfaces
with CMC; Kim and Turgay [35] introduced surfaces with L1-pointwise 1-type Gauss map; Arslan et al [2]
worked Vranceanu surface with pointwise 1-type Gauss map; Arslan et al [3] studied generalized rotational
surfaces; Aksoyak and Yaylı [32] worked flat rotational surfaces with pointwise 1-type Gauss map; Güler,
Magid and Yaylı [29] introduced helicoidal hypersurfaces; Güler, Hacısalihoğlu, and Kim [28] studied Gauss
map and the third Laplace-Beltrami operator of the rotational hypersurface; Güler and Turgay [30] focused
Cheng-Yau operator and Gauss map of rotational hypersurfaces; Güler [27] found rotational hypersurfaces
satisfying ∆IR = AR, where A ∈ Mat(4, 4). He [26] also studied fundamental form IV and curvature
formulas of the hypersphere.

In Minkowski 4-space E4
1; Ganchev and Milousheva [23] indicated analogue of surfaces of [39, 40];

Arvanitoyeorgos, Kaimakamais, and Magid [5] studied that if the mean curvature vector field of M3
1 satisfies the

equation ∆H = αH (α a constant), then M3
1 has CMC; Arslan and Milousheva considered meridian surfaces

of elliptic or hyperbolic type with pointwise 1-type Gauss map; Turgay introduced some classifications of
Lorentzian surfaces with finite type Gauss map; Dursun and Turgay gave space-like surfaces in with pointwise
1-type Gauss map. Aksoyak and Yaylı [33] obtained general rotational surfaces with pointwise 1-type Gauss
map in E4

2. Bektaş, Canfes, and Dursun [8] worked surfaces in a pseudo-sphere with 2-type pseudo-spherical
Gauss map in E5

2.

We consider hypersphere in the four dimensional Euclidean space E4. In Section 2, we give some notions
of four space. We give curvature formulas of any hypersurface in Section 3. Finally, we define hypersphere in
Section 4. We compute hypersphere satisfying ∆IV x =Ax for some 4× 4 matrix A in the last section.

2. Preliminaries

In this section, we give some of basic facts and definitions, then describe notations used in this paper. Let Em

denote the Euclidean m-space with the canonical Euclidean metric tensor given by g̃ = ⟨ , ⟩ =
m∑
i=1

dx2
i , where

(x1, x2, . . . , xm) is a rectangular coordinate system in Em. Consider an m-dimensional Riemannian submanifold
of the space Em. We denote the Levi-Civita connections of Em and M by ∇̃ and ∇, respectively. We shall use
letters X,Y, Z,W (resp., ξ, η) to denote vectors fields tangent (resp., normal) to M . The Gauss and Weingarten
formulas are given, respectively, by

∇̃XY = ∇XY + h(X,Y ), (2.1)

∇̃Xξ = −Aξ(X) +DXξ, (2.2)

where h, D and A are the second fundamental form, the normal connection and the shape operator of M ,
respectively.

For each ξ ∈ T⊥
p M , the shape operator Aξ is a symmetric endomorphism of the tangent space TpM at

2
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p ∈ M . The shape operator and the second fundamental form are related by

⟨h(X,Y ), ξ⟩ = ⟨AξX,Y ⟩ .

The Gauss and Codazzi equations are given, respectively, by

⟨R(X,Y, )Z,W ⟩ = ⟨h(Y,Z), h(X,W )⟩ − ⟨h(X,Z), h(Y,W )⟩, (2.3)

(∇̄Xh)(Y,Z) = (∇̄Y h)(X,Z), (2.4)

where R, RD are the curvature tensors associated with connections ∇ and D, respectively, and ∇̄h is defined by

(∇̄Xh)(Y,Z) = DXh(Y,Z)− h(∇XY, Z)− h(Y,∇XZ).

2.1. Hypersurfaces of Euclidean space

Now, let M be an oriented hypersurface in the Euclidean space En+1, S its shape operator (i.e. Weingarten
map) and x its position vector. We consider a local orthonormal frame field {e1, e2, . . . , en} of consisting of
principal directions of M corresponding from the principal curvature ki for i = 1, 2, . . . n. Let the dual basis of
this frame field be {θ1, θ2, . . . , θn}. Then the first structural equation of Cartan is

dθi =

n∑
i=1

θj ∧ ωij , i, j = 1, 2, . . . , n, (2.5)

where ωij denotes the connection forms corresponding to the chosen frame field. We denote the Levi-Civita
connection of M and En+1 by ∇ and ∇̃, respectively. Then, from the Codazzi equation (2.3), we have

ei(kj) = ωij(ej)(ki − kj), (2.6)

ωij(el)(ki − kj) = ωil(ej)(ki − kl) (2.7)

for distinct i, j, l = 1, 2, . . . , n.
We put sj = σj(k1, k2, . . . , kn), where σj is the j-th elementary symmetric function given by

σj(a1, a2, . . . , an) =
∑

1≤i1<i2<...<ij≤n

ai1ai2 . . . aij .

We use following notation
rji = σj(k1, k2, . . . , ki−1, ki+1, ki+2, . . . , kn).

By the definition, we have r0i = 1 and sn+1 = sn+2 = · · · = 0. We call the function sk as the k-th mean
curvature of M . We would like to note that functions H = 1

ns1 and K = sn are called the mean curvature and
Gauss-Kronecker curvature of M , respectively. In particular, M is said to be j-minimal if sj ≡ 0 on M .

In En+1, to find the i-th curvature formulas Ci (Curvature formulas sometimes are represented as mean
curvature Hi, and sometimes as Gaussian curvature Ki by different writers, such as [1] and [36]. We will call it
just i-th curvature Ci in this paper.), where i = 0, ..., n, firstly, we use the characteristic polynomial of S:

PS(λ) = 0 = det(S− λIn) =

n∑
k=0

(−1)
k
skλ

n−k, (2.8)

where i = 0, ..., n, In denotes the identity matrix of order n. Then, we get curvature formulas
(
n
i

)
Ci = si. That

is,
(
n
0

)
C0 = s0 = 1 (by definition),

(
n
1

)
C1 = s1, . . . ,

(
n
n

)
Cn = sn = K.

3
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k-th fundamental form of M is defined by I
(
Sk−1 (X) , Y

)
=
〈
Sk−1 (X) , Y

〉
. So, we have

n∑
i=0

(−1)
i

(
n

i

)
CiI

(
Sn−i (X) , Y

)
= 0. (2.9)

In particular, one can get classical result C0III − 2C1II + C2I = 0 of surface theory for n = 2. See [36] for
details.

For a Euclidean submanifold x: M −→ Em, the immersion (M,x) is called finite type, if x can be expressed
as a finite sum of eigenfunctions of the Laplacian ∆ of (M,x) , i.e. x = x0 +

∑k
i=1 xi, where x0 is a constant

map, x1, . . . , xk non-constant maps, and ∆xi = λixi, λi ∈ R, i = 1, . . . , k. If λi are different, M is called
k-type. See [10] for details.

2.2. Rotational hypersurfaces

We obtain a rotational hypersurface (rot-hypface for short) in Euclidean 4-space. Before we proceed, we
would like to note that the definition of rot-hypfaces in Riemannian space forms were defined in [19]. A rot-
hypface M ⊂ En+1 generated by a curve C around an axis C that does not meet C is obtained by taking the orbit
of C under those orthogonal transformations of En+1 that leaves r pointwise fixed (See [19, Remark 2.3]).

Throughout the paper, we identify a vector (a, b, c, d) with its transpose. Consider the case n = 3, and let C
be the curve parametrized by

γ(w) = (ξ(w), 0, 0, φ (w)) , (2.10)

where ξ, φ are differentiable functions. If r is the x4-axis, then an orthogonal transformations of En+1 that leaves
r pointwise fixed has the form

Z(v, w) =


cosu cos v − sinu − cosu sin v 0

sinu cos v cosu − sinu sin v 0

sin v 0 cos v 0

0 0 0 1

 , u, v ∈ R.

Therefore, the parametrization of the rot-hypface generated by a curve C around an axis r is given by x(u, v, w) =

Z(u, v)γ(w).

Definition 2.1. Let x = x(u, v, w) be an immersion from M3 ⊂ E3 to E4. In 4-space, inner product is given by

⟨−→x ,−→y ⟩ = x1y1 + x2y2 + x3y3 + x4y4,

and triple vector product is defined by

−→x ×−→y ×−→z = det


e1 e2 e3 e4
x1 x2 x3 x4

y1 y2 y3 y4
z1 z2 z3 z4

 ,

where −→x = (x1, x2, x3, x4),
−→y = (y1, y2, y3, y4),

−→z = (z1, z2, z3, z4).

Definition 2.2. Definition For a hypface x in 4-space, we have

(gij)3×3 , (hij)3×3 , (tij)3×3 , (2.11)

where (gij) , (hij) , and (tij) are the first, second, and the third fundamental form matrices (or I ,II , and III),
respectively, where g11 = ⟨xu,xu⟩ , g12 = ⟨xu,xv⟩ , g13 = ⟨xu,xw⟩ , g22 = ⟨xv,xv⟩ , g23 = ⟨xv,xw⟩ , g33 =

4
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⟨xw,xw⟩ , h11 = ⟨xuu, e⟩ , h12 = ⟨xuv, e⟩ , h13 = ⟨xuw, e⟩ , h22 = ⟨xvv, e⟩ , h23 = ⟨xvw, e⟩ , h33 = ⟨xww, e⟩ ,
e11 = ⟨eu, eu⟩ , e12 = ⟨eu, ev⟩ , e13 = ⟨eu, ew⟩ , e22 = ⟨ev, ev⟩ , e23 = ⟨ev, ew⟩ , e33 = ⟨ew, ew⟩ . Here,

e =
xu × xv × xw

∥xu × xv × xw∥
(2.12)

is unit normal (i.e. the Gauss map) of hypface x.

Product matrices (gij)
−1·(hij) gives the matrix of the shape operator S of hypface x in 4-space. See [28–30]

for details.

3. i-th Curvatures

To compute the i-th mean curvature formula Ci, where i = 0, .., 3, we use characteristic polynomial PS(λ) =

aλ3 + bλ2 + cλ+ d = 0:
PS(λ) = det(S− λI3) = 0.

Then, obtain C0 = 1 (by definition),
(
3
1

)
C1 =

(
3
1

)
H = − b

a ,
(
3
2

)
C2 = c

a ,
(
3
3

)
C3 = K = − d

a .

Therefore, we find i-th curvature folmulas depends on the coefficients of the fundamental forms (gij) and
(hij) in 4-space. See [26] for details.

Theorem 3.1. Any hypersurface x in E4
2 has following curvature formulas, C0 = 1 (by definition),

C1 =


(g11h22 + g22h11 − 2g12h12)g33 + (g11g22 − g212)h33

−2(g13h13g22 − g23h13g12 − g13h23g12
+g11g23h23 − g13g23h12)− g223h11 − g213h22


3 [(g11g22 − g212)g33 − g11g223 + 2g12g13g23 − g22g213]

, (3.1)

C2 =


(g11h22 + g22h11 − 2g12h12)h33 +

(
h11h22 − g212

)
g33

−2(g13h13h22 − g23h13h12 − g13h23h12

+g23h23h11 − h13h23g12)− g11h
2
23 − g22h

2
13


3 [(g11g22 − g212)g33 − g11g223 + 2g12g13g23 − g22g213]

, (3.2)

C3 =

(
h11h22 − h2

12

)
h33 − h11h

2
23 + 2h12h13h23 − h22h

2
13

(g11g22 − g212)g33 − g11g223 + 2g12g13g23 − g22g213
. (3.3)

Proof. See [26] for details. ■

A hypersurface x in E4 is i-minimal, when Ci = 0 identically on x.

4. Hypersphere

In this section, we define hypersphere, then find its differential geometric properties in E4.
For an open interval I ⊂ R, let γ : I −→ Π be a curve in a plane Π in E4, and let ℓ be a straight line in Π.
Definition. A rotational hypersurface in E4 is called hypersphere, when a profile curve

γ(w) = (r cosw, 0, 0, r sinw)

rotates around a axis ℓ = (0, 0, 0, 1) for hyperradius r > 0.
So, in 4-space, the hypersphere which is spanned by the vector ℓ, is as follows

x(u, v, w) = Z(u, v)γ(w). (4.1)

5
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Therefore, more clear form of (4.1) is as follows

x(u, v, w) =


r cosu cos v cosw

r sinu cos v cosw

r sin v cosw

r sinw

 , (4.2)

where r > 0 and 0 ≤ u, v, w ≤ 2π. When w = 0, we have a sphere in E4.

Next, we will obtain the Gauss map and the curvatures of the hypersphere (4.2). The first quantities of (4.2)
are as follows

(gij) = diag
(
r2 cos2 v cos2 w, r2 cos2 w, r2

)
. (4.3)

We have det (gij) = r6 cos2 v cos4 w. Using (2.12) , we get the Gauss map of the hypersphere (4.2) as follows

e =


cosu cos v cosw

sinu cos v cosw

sin v cosw

sinw

 . (4.4)

Using the second differentials of (4.2) with respect to u, v, w, and the Gauss map (4.4) of the hypersphere (4.2) ,
we have the second quantities as follows

(hij) = diag
(
−r cos2 v cos2 w, −r cos2 w, −r

)
. (4.5)

So, we get det (hij) = −r3 cos2 v cos4 w. Using (gij)
−1·(hij), we calculate the shape operator matrix of the

hypersphere (4.2): S = − 1
r I3. Differentiating (4.4) with respect to u, v, w, we find the third quantities as

follows
(tij) = diag

(
cos2 v cos2 w, cos2 w, 1

)
. (4.6)

Here, det (tij) = cos2 v cos4 w. Computing (3.1), (3.2) and (3.3) , with (4.3), (4.5), respectively, we find the
curvatures of the hypersphere (4.2) as follows (C0 = 1 by definition)

C1 = −1

r
, C2 =

1

r2
, C3 = − 1

r3
.

Using (fij) = (tij) ·S = (hij) ·S2 = (gij) ·S3, we obtain the fourth fundamental form matrix (fij)3×3 of
hypersphere (4.2) as follows

(fij) = diag
(
− 1

r cos
2 v cos2 w, − 1

r cos
2 w, − 1

r

)
. (4.7)

See [26] for details.

5. Hypersphere Satisfying ∆IV x =Ax

In this section, we give the fourth Laplace-Beltrami operator of a smooth function, then calculate it using
hypersphere.

The inverse of the fourth fundamental form matrix IV = (fij) of any hypersurface is as follows

1

f

 f22f33 − f23f32 − (f12f33 − f13f32) f12f23 − f13f22
− (f21f33 − f31f23) f11f33 − f13f31 − (f11f23 − f21f13)

f21f32 − f22f31 − (f11f32 − f12f31) f11f22 − f12f21

 ,

where

f = det (fij)

= f11f22f33 − f11f23f32 + f12f31f23 − f12f21f33 + f21f13f32 − f13f22f31.

6
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Definition 5.1. The fourth Laplace-Beltrami operator of a smooth function ϕ = ϕ(x1, x2, x3) |D (D ⊂ R3) of
class C3 with respect to the fourth fundamental form of a hypersurface M is the operator ∆IV which is defined
by as follows

∆IV ϕ =
1

|f |1/2
3∑

i,j=1

∂

∂xi

(
|f |1/2 f ij ∂ϕ

∂xj

)
. (5.1)

where
(
f ij
)
= (fkl)

−1 and f = det (fij) .

Clearly, we can write (5.1) as follows

1

|f |1/2


∂

∂x1

(
|f |1/2 f11 ∂ϕ

∂x1

)
− ∂

∂x1

(
|f |1/2 t12 ∂ϕ

∂x2

)
+ ∂

∂x1

(
|f |1/2 t13 ∂ϕ

∂x3

)
− ∂

∂x2

(
|f |1/2 f21 ∂ϕ

∂x1

)
+ ∂

∂x2

(
|f |1/2 t22 ∂ϕ

∂x2

)
− ∂

∂x2

(
|f |1/2 t23 ∂ϕ

∂x3

)
+ ∂

∂x3

(
|f |1/2 f31 ∂ϕ

∂x1

)
− ∂

∂x3

(
|f |1/2 t32 ∂ϕ

∂x2

)
+ ∂

∂x3

(
|f |1/2 t33 ∂ϕ

∂x3

)
 . (5.2)

Hence, using a smooth function ϕ = ϕ(u, v, w), we re-write (5.2) as follows

1

|f |1/2


∂

∂x1

(
(f22f33−f23f32)ϕu−(f13f32−f12f33)ϕv+(f12f23−f13f22)ϕw

|f |1/2

)
− ∂

∂x2

(
(f12f33−f13f32)ϕu−(f11f33−f13f31)ϕv+(f21f13−f11f23)ϕw

|f |1/2

)
+ ∂

∂x3

(
(f12f23−f13f22)ϕu−(f21f13−f11f23)ϕv+(f11f22−f12f21)ϕw

|f |1/2

)
 . (5.3)

Therefore, the fourth Laplace-Beltrami operator of the hypersphere (4.2) is given by

∆IV x =
1

|f |1/2

{
∂

∂u

(
f22f33xu

|f |1/2

)
+

∂

∂v

(
f11f33xv

|f |1/2

)
+

∂

∂w

(
f11f22xw

|f |1/2

)}
, (5.4)

Getting more clear form of the fourth Laplace-Beltrami operator ∆IV x of the hypersphere (4.2), we use (4.7)

and (5.4). Differentiating f22f33
|f |1/2 xu,

f11f33
|f |1/2 xv,

f11f22
|f |1/2 xw, with respect to u, v, w, respectively, and substituting

them into (5.4) , we get following relations between the fourth Laplace-Beltrami operator, Gauss map, and the
curvatures of the hypersphere (4.2) .

Corollary 5.2. Let x : M3 −→ E4 be an immersion given by (4.2). Then x has

∆IV x = −3r2e,

where e is the Gauss map of the hypersphere x.

Corollary 5.3. Let x : M3 −→ E4 be an immersion given by (4.2). Then x has ∆IV x = Ax, where

A = −3rC0I4 = 3r2C1I4 = −3r3C2I4 = 3r4C3I4,

A ∈ Mat (4, 4) , and I4 is identity matrix.
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1. Introduction

The statistical evaluation of road safety measures (for example, increase or decrease of speed limit,
modification of ground markings, installation of roundabouts, etc. . . ) is one of the very important issues in
statistics applied to road safety. Assume that a road safety measure has been implemented at s (s > 0)
geographical sites (hereinafter referred to as treatment sites) where crashes are categorized in r (r > 0) severity
levels. Also assume that each treatment site is paired with a given site (hereinafter called control site) with the
same characteristics as the treatment site (traffic flow, accident exposure, road conditions, etc. . . ) except that the
measure was not implemented. For all k = 1, . . . , s, let

Xk = (X11k, X12k, . . . , X1rk, X21k, X22k, . . . , X2rk)
T
,

where Xijk is the random number of crashes of severity level j (j = 1, . . . , r) occurred on treatment site k in
period i (i = 1 corresponds to the period before implementation of the measure and i = 2 corresponds to the
period after). Also let

zk = (z1k, . . . , zrk)
T,

where zjk is a (non-random) coefficient equal to the number of crashes of severity level j in the ”after” period
divided by the number of crashes of the same severity level in the ”before” period on the control site paired with
treatment site k.

Let α > 0 be the overall mean effect of the measure (for example, α = 0.7 < 1 means that the measure
allowed (1 − α) × 100% = 30% reduction in crashes) and βjk ∈ [0, 1] (j = 1, . . . , r; k = 1, . . . , s) be the
probability that a crash occurring on treatment site k has severity level j. Thus, for all k = 1, . . . , s, the vector
βk = (β1k, . . . , βrk)

T belongs to Sr−1, where

Sr−1 =

(p1, . . . , pr)
T ∈ [0, 1]r,

r∑
j=1

pj = 1

 . (1.1)

Let θ = (α,βT)T be the vector composed of the 1 + sr parameters, where β = (βT
1 , . . . ,β

T
s )

T ∈ (Sr−1)
s. The

question here is how to define the probability distribution of random vectors X1, . . . , Xs in such a way that it
can make it possible to estimate the vector θ.

There exist different models in the literature [28, 33, 34]. For all of them, the computation of the maximum
likelihood estimate (MLE) θ̂ of vector θ requires the numerical maximization a log-likelihood function L(θ). A
comprehensive review of modern numerical optimization algorithms is available in reference papers and books
such as [1, 4, 11, 18, 19, 21, 26, 35]. The very first algorithm that comes to mind is the Newton-Raphson (NR)
algorithm. It starts from an initial guess θ(0) and iterates according to the scheme

θ(m+1) = θ(m) − [∇2L(θ(m))]−1∇L(θ(m)),

where ∇2L(θ(m)) and ∇L(θ(m)) are respectively the Hessian matrix and the gradient vector evaluated at θ(m).
The convergence of NR algorithm is guaranteed only if the starting guess θ(0) is close to the true solution θ̂ that
is unknown in practice [11]. So, the success of NR algorithm strongly depends on the appropriate choice of θ(0)

in a neighbourhood of the unknown θ̂. In computational terms, NR algorithm can be very costly and heavy for
high-dimensional problems or simply impossible to implement because of the numerical inversion of the Hessian
matrix at each iteration. When NR algorithm is unsuccessful, alternatives such as quasi-Newton algorithms [35]
(which compute approximations of [∇2L(θ(m))]−1 at each iteration) and Derivative-Free Optimization (DFO)
algorithms [2, 23, 37] may be used but they are considered as effective in solving small to mid-size problems. In
practice, it is known that no optimization algorithm is perfect and one must find the most suitable algorithm for
each problem.

In this paper, we build a hybrid algorithm (HA) which combines a one-dimensional NR method for estimating
α and a fixed-point strategy for estimating β. Our proposed HA alternates between computing α from β using the
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one-dimensional NR algorithm and computing β from α using the fixed-point based strategy. Starting from an
initial guess θ(0), our proposed hybrid algorithm for estimating θ updates the successive iterates in the following
manner: at step m+1, α(m+1) is updated from β(m) afterwards β(m+1) is updated from α(m+1) and β(m). Our
proposed algorithm is thus a cyclic algorithm (because it cycles through the components of θ updating one from
the other rather than updating the whole parameter vector at once) and it may be easily implemented.

The remainder of this paper is organized as follows. In Section 2, we describe the statistical model and give
the likelihood function. In Section 3, we present our new hybrid algorithm for estimating the parameter vector
θ. In Section 4, we present the results of the numerical study of the proposed algorithm and the results of its
comparison with NR and quasi-Newton algorithms which are two of the most used optimization algorithms. The
paper ends with Section 5 dedicated to the conclusion and some discussions.

2. Statistical model

As mentioned earlier, there exist different models in the literature [28, 33, 34]. The model described in [33]
has been the subject of several research works in the particular case s = 1 [9, 10, 27, 29, 32] and in the general
case s ⩾ 1 [6, 30, 31]. These results can be adapted to the model of [28] which is a reparametrization of the one
in [33]. The models in [33] and [34] have been compared in the case s = 1 by [8] who demonstrated theoretical
results on the measure of divergence between the two models and showed through real data that both models are
very competitive.

In this paper, we are interested in the model of [34] which assumes that for all k = 1, . . . , s,

Xk ⇝M(nk;πk(θ|zk)), (2.1)

whereM denotes the multinomial distribution, nk is the total number of crashes recorded on treatment site k,

πk(θ|zk) = (π11k(θ|zk), . . . , π1rk(θ|zk), π21k(θ|zk), . . . , π2rk(θ|zk))T (2.2)

π1jk(θ|zk) =
βjk

1 + α⟨zk,βk⟩
, j = 1, . . . , r, (2.3)

π2jk(θ|zk) =
αβjk⟨zk,βk⟩
1 + α⟨zk,βk⟩

, j = 1, . . . , r, (2.4)

and ⟨zk,βk⟩ =
∑r

j′=1 zj′kβj′k. The log-likelihood (see [34, p. 1275]) of observed data xk = (x11k, . . . , x1rk,
x21k, . . . , x2rk) such as

∑2
i=1

∑r
j=1 xijk = nk, k = 1, . . . , s, is given to one additive constant by:

L(θ) =

s∑
k=1

r∑
j=1

{
x•jk log βjk + x2jk logα− x•jk log

(
1 + α⟨zk,βk⟩

)
+ x2jk log⟨zk,βk⟩

}
, (2.5)

where x•jk = x1jk + x2jk. The maximum likelihood estimation problem is the following constrained
maximization problem: 

maximize L(θ) (2.6a)

subject to

α > 0 and βjk > 0, j = 1, . . . , r; k = 1, . . . , s, (2.6b)
r∑

j=1

βjk = 1, k = 1, . . . , s. (2.6c)

The maximum likelihood estimate (MLE) of θ is denoted θ̂ = (α̂, β̂T)T, where β̂ = (β̂T
1 , . . . , β̂T

s )
T and for all

k = 1, . . . , s, β̂k = (β̂1k, . . . , β̂rk)
T.

In the case s = 1, [7] has obtained the closed-form expression of the MLE. In the next section, we build a
hybrid algorithm for computing the MLE θ̂ in the case s ⩾ 1.
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3. A hybrid algorithm for computing the MLE of the vector parameter

Let us begin with the following result.

Theorem 3.1. For all k = 1, . . . , s, let

x1•k =

r∑
j=1

x1jk, x2•k =

r∑
j=1

x2jk and x1•• =

s∑
k=1

x1•k.

Then, the MLE θ̂ is solution to the following system of non-linear equations:

s∑
k=1

nk

1 + α̂⟨zk, β̂k⟩
− x1•• = 0 (3.1a)

x•jk −
nkβ̂jk(α̂zjk + 1)

1 + α̂⟨zk, β̂k⟩
− x2•kβ̂jk(⟨zk, β̂k⟩ − zjk)

⟨zk, β̂k⟩
= 0,

j = 1, . . . , r, k = 1, . . . , s. (3.1b)

Proof. In [34, p. 1276], it is proved that θ̂ is solution to the following system of non-linear equations:

s∑
k=1

r∑
j=1

x2jk − α̂x1jk⟨zk, β̂k⟩
1 + α̂⟨zk, β̂k⟩

= 0 (3.2a)

x•jk −
nkβ̂jk(α̂zjk + 1)

1 + α̂⟨zk, β̂k⟩
− x2•kβ̂jk(⟨zk, β̂k⟩ − zjk)

⟨zk, β̂k⟩
= 0,

j = 1, . . . , r, k = 1, . . . , s. (3.2b)

The non-obvious part of the proof consists in proving Equation (3.1a) using Equation (3.2a). Passing the
summation over index j to the numerator, we obtain Equation (3.2a) under the equivalent form

s∑
k=1

x2•k − α̂x1•k⟨zk, β̂k⟩
1 + α̂⟨zk, β̂k⟩

= 0.

Since x2•k = nk − x1•k, we also have

s∑
k=1

nk − x1•k − α̂x1•k⟨zk, β̂k⟩
1 + α̂⟨zk, β̂k⟩

= 0

which is equivalent to
s∑

k=1

nk

1 + α̂⟨zk, β̂k⟩
−

s∑
k=1

x1•k = 0.

The proof is thus completed. ■

In the case s = 1, [7] obtained the exact expression of θ̂. But in the general case s ⩾ 1, non-linear
Equations (3.1a) and (3.1b) cannot be solved in closed-form. There are implicit relations between parameters
α̂ and β̂jk’s which can make it possible to compute α̂ from the β̂jk’s and conversely, compute the β̂jk’s from
α̂. So, we propose the following strategy for a fast and efficient computation of θ̂: for a given estimate
θ(m) = (α(m), (β(m))T)T obtained after m iterations,
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(a) use Equation (3.1a) to compute α(m+1) from β(m) and

(b) use Equation (3.1b) to compute the β
(m+1)
jk ’s (the components of β(m+1)) from α(m+1) and β(m).

We propose a one-dimensional Newton-Raphson (NR) algorithm to perform Step (a) and a fixed point strategy
for Step (b).

3.1. Computation of α(m+1) via a NR algorithm

The following lemma states that for all estimate β(m) of β, Equation (3.1a) (considered as an equation of
unknown α) has a unique solution α(m+1).

Lemma 3.2. Let

x2•• =

s∑
k=1

x2•k

and let β(m) be the estimate of β after m iterations. Let us rewrite Equation (3.1a) under the form Ψβ(m)(u) = 0

where Ψβ(m) is the function from [0,+∞[ to ]− x1••, x2••] defined by:

Ψβ(m)(u) = −x1•• +

s∑
k=1

nk

1 + u⟨zk,β(m)
k ⟩

. (3.3)

Then, Equation Ψβ(m)(u) = 0 has a unique solution α(m+1).

Proof. The function Ψβ(m) is differentiable and its derivative Ψ′
β(m) , defined on [0,+∞[ by

Ψ′
β(m)(u) = −

s∑
k=1

nk⟨zk,β(m)
k ⟩

(1 + u⟨zk,β(m)
k ⟩)2

,

is strictly negative. Thus, Ψβ(m) is a continuous and strictly decreasing function. Therefore,

Ψβ(m)

(
[0,+∞[

)
=

]
lim

u→+∞
Ψβ(m)(u),Ψβ(m)(0)

]
,

where

Ψβ(m)(0) = −x1•• +

s∑
k=1

nk =

s∑
k=1

(−x1•k + nk) =

s∑
k=1

x2•k = x2•• > 0

and
lim

u→+∞
Ψβ(m)(u) = −x1•• < 0.

We can conclude that Ψβ(m) is bijective from [0,+∞[ to ] − x1••, x2••] and, since −x1•• < 0 < x2••, the
equation Ψβ(m)(u) = 0 has a unique solution. ■

For a given β(m), computing α(m+1) (the unique solution to Equation Ψβ(m)(u) = 0) in closed-form is
complicated when s > 1. Thus, a numerical root finding algorithm is required. There certainly exist different
algorithms for this purpose (see for example [12, Chapter 3]). Here, we propose the following one-dimensional
Newton-Raphson (NR) algorithm:

u(ℓ+1) = u(ℓ) −
Ψβ(m)(u(ℓ))

Ψ′
β(m)(u(ℓ))

, ℓ = 1, 2, . . . (3.4)

where the starting guess u(0) is positive. The main advantage of NR algorithm is that it converges quadratically
to the solution (the number of correct significant digits doubles with each iteration) if the starting guess u(0) is
close to the unknown solution. And there lies the problem: the choice of u(0). Fortunately, we prove hereafter
that, if we set u(0) = 0, then, the convergence of NR iterations (3.4) is guaranteed.
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Lemma 3.3. Let β(m) be the estimate of β after m iterations. If u(0) = 0, then, the NR iterations

u(ℓ+1) = u(ℓ) −
Ψβ(m)(u(ℓ))

Ψ′
β(m)(u(ℓ))

, ℓ = 1, 2, . . . (3.5)

converge to the next iterate α(m+1) such that Ψβ(m)(α(m+1)) = 0.

Proof. The proof uses a result from [3, Section 4.5] which states that if f : [a, b] → R is a function twice
differentiable such that f(a)f(b) < 0, and f ′(u) and f ′′(u) are non-zero and preserve signs over [a, b], then,
proceeding from an initial approximation u(0) ∈ [a, b] such that f(u(0))f ′′(u(0)) > 0, the NR sequence (u(ℓ))

defined by

u(ℓ+1) = u(ℓ) − f(u(ℓ))

f ′(u(ℓ))
, ℓ = 1, 2, . . . ,

converges to the unique root of f in [a, b].
Let uM = α(m+1) + 1. As Ψβ(m) is a strictly decreasing function and Ψβ(m)(α(m+1)) = 0, we have

Ψβ(m)(0)×Ψβ(m)(uM ) < 0. Moreover, the function Ψβ(m) is twice differentiable and, for all u ∈ [0,+∞[,

Ψ′
β(m)(u) = −

s∑
k=1

nk⟨zk,β(m)
k ⟩

(1 + u⟨zk,β(m)
k ⟩)2

< 0 (3.6)

and

Ψ′′
β(m)(u) =

s∑
k=1

2nk(⟨zk,β(m)
k ⟩)2

(1 + u⟨zk,β(m)
k ⟩)3

> 0. (3.7)

We also have u(0) = 0 ∈ [0, uM ] and Ψβ(m)(0) × Ψ′′
β(m)(0) > 0. We can conclude that the sequence (u(ℓ))

defined by (3.4) converges to the desired value α(m+1). ■

Remark 3.4. Actually, since Ψ′′
β(m)(u) > 0 for all u > 0, any starting guess u(0) such that Ψβ(m)(α(0)) > 0

could be suitable to guarantee convergence of the iterative scheme (3.4). But the search of such an u(0) seems
doomed because when u ̸= 0, the denominators contained in the expression of Ψβ(m)(u) do not vanish any more.

3.2. A fixed-point scheme for computing β(m+1)

From Equation (3.1b), we have for all k = 1, . . . , s and j = 1, . . . , r,

β̂jk

(
nk(α̂zjk + 1)

1 + α̂⟨zk, β̂k⟩
+ x2•k −

x2•kzjk

⟨zk, β̂k⟩

)
= x•jk. (3.8)

In this case too, it is complicated to get β̂jk in closed-form because it also appears in the denominator as a
component of the weighted sum ⟨zk, β̂k⟩. For all k = 1, . . . , s and j = 1, . . . , r, we propose to compute β

(m+1)
jk

using the following fixed-point scheme:

β
(m+1)
jk = x•jk

/(
nk(α

(m+1)zjk + 1)

1 + α(m+1)⟨zk,β(m)
k ⟩

+ x2•k −
x2•kzjk

⟨zk,β(m)
k ⟩

)
. (3.9)
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3.3. The hybrid algorithm (HA)

Our proposed hybrid algorithm is Algorithm 3.5. It starts from θ(0) = (α(0), (β(0))T)T, where α(0) > 0 is
randomly set and β(0) = ((β

(0)
1 )T, . . . , (β

(0)
s )T)T is also randomly set such that for all k = 1, . . . , s, β(0)

k =

(β
(0)
1k , . . . , β

(0)
rk )T ∈ Sr−1. At the (m + 1)−iteration, the update α(m+1) is computed from β(m) using the one-

dimensional NR iterations (3.4), afterwards β(m+1) is updated from α(m+1) and β(m) using Equation (3.9) and
so on. This process is repeated until a convergence criterion is satisfied.

Algorithm 3.5.
Input: x1, . . . , xs, z1, . . . , zs, ϵ1 > 0 and ϵ2 > 0.
Output: MLE θ̂.

1. (a) Set m = 0

(b) Initialize θ(0) = (α(0), (β
(0)
1 )T, . . . , (β

(0)
s )T)T randomly such that α(0) > 0, and for all k = 1, . . . , s,

β
(0)
k = (β

(0)
1k , . . . , β

(0)
rk )T ∈ Sr−1.

2. (a) Update α(m+1) as follows:

i. Set ℓ = 0

ii. Set u(ℓ) = 0

iii. Set

u(ℓ+1) = u(ℓ) −
Ψβ(m)(u(ℓ))

Ψ′
β(m)(u(ℓ))

iv. Set ℓ← ℓ+ 1

v. If |Ψβ(m)(u(ℓ))−Ψβ(m)(u(ℓ−1))| ⩾ ϵ1, go back to Step (ii).
vi. Set α(m+1) = u(ℓ).

(b) For all k = 1, . . . , s, compute β
(m+1)
k = (β

(m+1)
1k , . . . , β

(m+1)
rk )T where, for all j = 1, . . . , r,

β
(m+1)
jk = x•jk

/(
nk(α

(m+1)zjk + 1)

1 + α(m+1)⟨zk,β(m)
k ⟩

+ x2•k −
x2•kzjk

⟨zk,β(m)
k ⟩

)

(c) Update β(m+1) = ((β
(m+1)
1 )T, . . . , (β

(m+1)
s )T)T.

(d) Set θ(m+1) = (α(m+1), (β(m+1))T)T

(e) Set m← m+ 1.

3. If |L(θ(m))− L(θ(m−1))| ⩾ ϵ2, go back to Step 2.

4. Set θ̂ ← θ(m).

4. Simulation study

In this section, we compare our proposed HA to some of the best optimization algorithms available in R
software [36] in terms of accuracy, robustness (the ability of each algorithm to perform well regardless of the
starting guess) and computation time. The selected algorithms are the Newton-Raphson (NR) algorithm and the
quasi-Newton BFGS algorithm (named after its authors Broyden, Fletcher, Goldfarb and Shanno) [35, Section
6.1]. The NR and BFGS algorithms are implemented using respectively the R packages nleqslv [13] and alabama
[38]. Accuracy is measured with the Mean Squared Error (MSE)

MSE(θ̂|θ0) =
1

1 + sr
∥θ̂ − θ0∥2,
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where θ0 = (α0, (β0
1)

T, . . . , (β0
s)

T)T is the true value and ∥·∥ represents the usual Euclidean norm. Robustness is
measured by comparing the convergence proportions (the ratio of the number of times each algorithm converged
to the total number of replications) and the numbers of iterations for different starting guesses.

4.1. Data generation

The data are generated using Formulas (2.1), (2.2), (2.3) and (2.4) where the true value θ0 = (α0, (β0
1)

T, . . . ,
(β0

s)
T)T of θ is presented under five scenarios described below:

• Scenario 1: s = 2, r = 2,

α0 = 0.8, β0
1 = (0.85, 0.15)T, β0

2 = (0.40, 0.60)T.

• Scenario 2: s = 5, r = 3,
α0 = 1, β0

1 = (0.80, 0.15, 0.05)T,

β0
2 = (0.10, 0.30, 0.60)T,

β0
3 = (0.35, 0.30, 0.35)T,

β0
4 = (0.70, 0.20, 0.10)T,

β0
5 = (0.30, 0.40, 0.30)T.

• Scenario 3: s = 10, r = 5,

α0 = 1, β0
k = (0.40, 0.10, 0.05, 0.25, 0.20)T, k ∈ {1, 3, 5, 9},

β0
k = (0.30, 0.15, 0.10, 0.25, 0.20)T, k ∈ {2, 4, 7},

β0
k = (0.20, . . . , 0.20︸ ︷︷ ︸

5

)T, i ∈ {6, 8, 10}.

• Scenario 4: s = 10, r = 10,

α0 = 1.2, β0
k = (0.40, 0.10, 0.05, 0.10︸︷︷︸

2

, 0.05︸︷︷︸
5

)T, k ∈ {1, 5, 7, 10};

β0
k = (0.10︸︷︷︸

3

, 0.05︸︷︷︸
2

, 0.10, 0.25, 0.05︸︷︷︸
2

, 0.15)T, k ∈ {2, 3, 6};

β0
k = (0.10, . . . , 0.10︸ ︷︷ ︸

10

)T, k ∈ {4, 8, 9}.

• Scenario 5: s = 20, r = 10,

α0 = 1.2, β0
k = (0.40, 0.10, 0.05, 0.10︸︷︷︸

2

, 0.05︸︷︷︸
5

)T, k ∈ {1, 5, 7, 10, 11, 15, 17, 20},

β0
k = (0.10︸︷︷︸

3

, 0.05︸︷︷︸
2

, 0.10, 0.25, 0.05︸︷︷︸
2

, 0.15)T, k ∈ {2, 3, 6, 12, 13, 16},

β0
k = (0.10, . . . , 0.10︸ ︷︷ ︸

10

)T, k ∈ {4, 8, 9, 14, 18, 19}.

These scenarios allow to have low and large values of the number of parameters (1 + sr). The values of the
number of parameters for these scenarios are given in Table 1.

For each scenario, we set n1 = · · · = ns = n, where n had two different values: a low value (n = 50)
and a great value (n = 5000). In order to explore a plethora of starting guesses in the parameter space,
we have considered a random initialization scheme for setting the starting guess θ(0) = (α(0), (β(0))T)T.
The parameter α(0) is randomly generated from an uniform distribution and each β

(0)
k = (β

(0)
1k , . . . , β

(0)
rk )T is

randomly generated as β
(0)
k = Uk/

∑r
j=1 ujk where Uk = (u1k, . . . , urk)

T is a r−dimensional vector whose
components are randomly generated from a uniform distribution U [0.05; 0.95].
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Table 1: Number of parameters for the different scenarios

Scenario 1 2 3 4 5
s 2 5 10 10 20
r 2 3 5 10 10
Number of parameters (1 + sr) 5 16 51 101 201

Table 2: Results for Scenario 1 (s = 2 and r = 2). Values in brackets are standard deviations.

TRUTH HA NR BFGS

n = 50

α 0.800 0.817 (0.172) 0.817 (0.172) 0.811 (0.170)
β11 0.850 0.848 (0.049) 0.848 (0.049) 0.848 (0.048)
β21 0.150 0.152 (0.049) 0.152 (0.049) 0.152 (0.048)
β12 0.400 0.400 (0.071) 0.400 (0.071) 0.399 (0.071)
β22 0.600 0.600 (0.071) 0.600 (0.071) 0.601 (0.071)
Convergence proportion (%) - 100 99.6 77.1
Iterations - 7.1 (1.6) 5.7 (1.5) 13 (0)
CPU time (secs) - 0.004 0.002 0.100
Time ratio - 1 0.6 27.7
Log-likelihood - −121.37 −121.37 −121.37
MSE - 9e-03 8.9e-03 8.7e-03

n = 5000

α 0.800 0.800 (0.016) 0.800 (0.016) 0.800 (0.016)
β11 0.850 0.850 (0.005) 0.850 (0.005) 0.850 (0.005)
β21 0.150 0.150 (0.005) 0.150 (0.005) 0.150 (0.005)
β12 0.400 0.400 (0.007) 0.400 (0.007) 0.400 (0.007)
β22 0.600 0.600 (0.007) 0.600 (0.007) 0.600 (0.007)
Convergence proportion (%) - 100 99.8 77.7
Iterations - 6.5 (1.1) 6 (1.5) 16 (0)
CPU time (secs) - 0.004 0.003 0.121
Time ratio - 1 0.8 33.3
Log-likelihood - −12245.17 −12245.17 −12245.17
MSE - 8.1e-05 8.1e-05 8.2e-05

Table 3: Results for Scenario 2 (s = 5 and r = 3). Values in brackets are standard deviations.

HA NR BFGS

n = 50

Convergence proportion (%) 100 99.9 51.6
Iterations 9.5 (1.8) 8 (2.8) 14 (0.2)
CPU time (secs) 0.007 0.017 0.248
Time ratio 1 2.5 37.1
Log-likelihood −390.89 −390.89 −390.89
MSE 4.3e-03 4.3e-03 4.2e-03

n = 5000

Convergence proportion (%) 100 99.8 56.1
Iterations 8.1 (1.1) 8.3 (2.9) 18 (4)
CPU time (secs) 0.005 0.013 0.405
Time ratio 1 2.9 89.4
Log-likelihood −39171.57 −39171.57 −40218.56
MSE 4.4e-05 4.4e-05 1.8e-02
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Table 4: Results for Scenario 3 (s = 10 and r = 5). Values in brackets are standard deviations.

HA NR BFGS

n = 50

Convergence proportion (%) 100 99.8 21.4
Iterations 10.8 (1.8) 10.6 (3.2) 13.9 (0.3)
CPU time (secs) 0.006 0.070 0.321
Time ratio 1 11.9 54.1
Log-likelihood −1083.73 −1083.73 −1083.73
MSE 3e-03 3e-03 3e-03

n = 5000

Convergence proportion (%) 100 99.9 24
Iterations 8.6 (0.9) 10.5 (2.8) 16.7 (4.4)
CPU time (secs) 0.005 0.062 0.452
Time ratio 1 13.4 98.3
Log-likelihood −109133.14 −109133.14 −111075.03
MSE 3.2e-05 3.2e-05 5.4e-03

Table 5: Results for Scenario 4 (s = 10 and r = 10). Values in brackets are standard deviations.

HA NR BFGS

n = 50

Convergence proportion (%) 100 97.1 20.1
Iterations 10.1 (1.5) 14.2 (4.9) 13.9 (0.3)
CPU time (secs) 0.008 0.162 0.635
Time ratio 1 19.5 76.4
Log-likelihood −1406.16 −1406.16 −1406.16
MSE 1.9e-03 1.9e-03 1.9e-03

n = 5000

Convergence proportion (%) 100 93.4 19.6
Iterations 8.4 (0.7) 15 (5.3) 17.8 (2)
CPU time (secs) 0.005 0.181 1.012
Time ratio 1 34.4 193
Log-likelihood −138384.13 −138384.13 −138673.98
MSE 1.8e-05 1.8e-05 9.6e-04

Table 6: Results for Scenario 5 (s = 20 and r = 10). Values in brackets are standard deviations.

HA NR BFGS

n = 50

Convergence proportion (%) 100 95.2 3.5
Iterations 11 (1.6) 16.6 (5.1) 14 (0)
CPU time (secs) 0.008 0.644 2.079
Time ratio 1 80.1 258.6
Log-likelihood −2816.68 −2816.68 −2816.68
MSE 1.7e-03 1.7e-03 1.6e-03

n = 5000

Convergence proportion (%) 100 88 5
Iterations 8.8 (0.7) 17.9 (5.7) 11 (8)
CPU time (secs) 0.006 0.732 2.254
Time ratio 1 123.9 381.6
Log-likelihood −276918.57 −276918.57 −282868.47
MSE 1.7e-05 1.7e-05 8.6e-03
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4.2. Results

Tables 2 to 6 present the average estimates for 1000 replicates for each scenario and each value of n. In these
tables, CPU (central process unit) times are given in seconds and time ratios are calculated as the ratio between
the mean CPU time of a given algorithm and the mean CPU time of the HA. Thus, the time ratio of the HA is
always 1. To save space, the estimate θ̂ has been included only for Scenario 1 (Table 2).

Ideally, any iterative algorithm should converge to a solution close to the true value in a relatively reasonable
computation time. By analysing Tables 2 to 6, we see that the HA has a convergence proportion of 100%. The NR
algorithm has a convergence proportion between 88% and 99.6% so for this model, the convergence proportion
of the NR algorithm does not reach 100% even for a small number of parameters. The convergence proportion of
the BFGS algorithm decreases drastically (from 77.7% down to 3.5%) when the number of parameters increases.
Concerning precision, the general trend observed is the decrease of the MSE when the sample size n increases.
But the MSE of BFGS algorithm remain relatively high when n goes from 50 to 5000.

For computation times, it is noticed that the computation time of HA is stable (between 0.004 and 0.008
seconds) despite the increase in the number of parameters to be estimated. This is not the case for NR and BFGS
algorithms. The analysis of the CPU time ratios shows that the computation times required by NR and BFGS
algorithms increase with the number of parameters. Our proposed hybrid algorithm is up to 123 times faster than
NR and up to 381 times faster than BFGS.

As far as the number of iterations is concerned, the HA has a low average number of iterations. The BFGS
and NR algorithms look much more sensitive to the starting guesses. The average number of iterations of NR
algorithm and its standard deviation increase with the number of parameters while the number of iterations of
BFGS algorithm remains very high.

Overall, our hybrid algorithm outperforms NR and BFGS algorithms in terms of convergence proportion,
convergence speed, computation time and accuracy.

5. Discussion and conclusion

For numerical optimization in general, and computation of maximum likelihood estimates (MLE) specifically,
Newton-Raphson (NR) algorithm is the very first to be considered because of its fast convergence when the
starting guess is close to the unknown solution. But because it requires matrix inversion at each iteration, it
becomes tricky in computation terms for high-dimensional problems. Alternatives such as the quasi-Newton
BFGS algorithm are usually considered as good remedies when NR is unsuccessful.

In this paper, we presented a new hybrid algorithm (HA) for estimating the parameter vector θ = (α,βT)T of
a statistical model used in road safety. The parameter α > 0 which is also the parameter of interest represents the
mean effect (in the multiplicative sense) of a road safety measure and the vector β is a vector of sr probabilities
where s is the number of sites where the measure has been applied and r is the number of accidents severity
levels. Our HA mixes a one-dimensional NR approach for computing the parameter α and a fixed-point strategy
for computing β. It cycles through the parameter vector updating α from β and β from both α and β until a
convergence criterion is satisfied. It thus partially enjoys (for the estimation of α) the fast convergence property
of NR while avoiding its defects (it requires no matrix inversion and the starting value is automated in order to
guarantee convergence). Since it cycles through the parameters, our HA is also a cyclic algorithm and, therefore,
as claimed by [16], it enjoys overall fast convergence because the log-likelihood function is always driven in the
right direction. The numerical studies performed in this paper suggest that our HA outperforms NR and BFGS
algorithms in terms of convergence proportion, convergence speed, computation time and accuracy. They also
suggest that the HA is globally convergent (it converges to the MLE for all starting guesses). A future work
may be devoted to the study of the theoretical properties of our proposed hybrid algorithm such as the global
convergence (the convergence to the MLE whatever the starting point θ(0)).

In this paper, we have not mentioned MM (Minorization-Maximization) algorithms [16, 20, 22] which have
become very popular over the years. Strictly speaking, the MM method is not a simple box in which we insert
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the function L(θ) while waiting for the output but it is rather a principle of construction of an optimization
algorithm for a specific function. For example, the MM principle for building an algorithm for maximization of
a log-likelihood L(θ) consists in constructing a minorizing function g(θ) for L(θ) such that the maximization of
g(θ) is equivalent to that of L(θ) and afterwards construct an algorithm for maximizing g(θ) (see, for example,
[16, 20, 22] for the definition of a minorizing function). The design of an MM algorithm is often not easy and for
each L(θ) it is necessary to build an adequate MM algorithm. This explains why the design of an MM algorithm
is often done by model [5, 14, 15, 17, 24, 39]. In this line of thought, in [25], the authors constructed an MM
algorithm for estimating the parameters of the road safety model of [33]. However this algorithm cannot be used
for the model [34] considered in the present paper. In a future work, it would be interesting to build an MM
algorithm for the model of [34] and compare it with our hybrid algorithm.
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Abstract. This study focuses on the use of the Riemann-Liouville fractional (R-L) derivative to address an initial boundary
value problem for a fractional order differential equation with finite delay (FDDE). Rothe’s methodology is used to prove the
existence and uniqueness of the strong solution and classical solution to the restated abstract FDDE. Some examples based on
abstract theory and numerical solutions of FDDEs arising in fluid dynamics are presented.
AMS Subject Classifications: 34G20, 34K37, 12H20.

Keywords: Accretive operator, strong solution, classical solution, delay differential equation, Rothe’s method.

Contents

1 Introduction 25

2 Basics and Assumptions 27

3 Discretization and apriori estimates 29

4 Main Results 35

5 Application 37

6 Conclusion 40

7 Acknowledgement 40

1. Introduction

Fractional differential equations are now being utilized to describe real-world issues in engineering, science,
finance, and other fields. Numerous methods based on integer order derivatives do not adequately capture the
complexity of real-world occurences[17, 18]. There are various definitions for fractional derivatives in contrast
to integer order derivatives. The R-L derivative is dealt in this analysis as it is seen in the study by Li et al. [28]
that the R-L derivative is more realistic compared to other derivatives and the Riemann derivative is quite helpful
in characterizing anomalous diffusion, Levy flights, and traps [24, 29, 30].

It is seen in the literature that differential equations with R-L fractional derivatives are difficult to study
because of initial conditions as there is a singularity at t = 0. While R-L FDEs with homogeneous initial
conditions are treated similarly to FDEs with Caputo derivatives [17]. Heymans et al. [25] and Hristova et al.
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Pandey)
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[26] provide an excellent summary of the study of initial conditions for fractional differential equations with R-L
derivatives.

Furthermore, many real-world processes and phenomena are defined by the influence of the state variable’s
past values, which gives rise to delays in differential equations. Caini et al. [15] studied the effect of delay in Mars
to Earth communications through orbiters. Kyrychko et al.[27] studied the models for high-speed milling: which
is a very common cutting process in the industry, a moving conveyor belt loaded with two oscillating connected
masses and digital control contains handles by finite delay differential equation. There is a vast application of
delay differential equations in population dynamics [16]. This motivates us to study the existence of solutions
to FDDEs. Apart from this, to the best of our knowledge in the literature, there is no study on the strong and
classical solutions of delay differential equations with the R-L fractional derivative. This study is concerned with
the following fractional differential equation with finite delay in a Banach spaceX having uniformly convex dual
X∗


du(t)
dt +Dαu(t) +Au(t) = f(t, u(t), u(t− τ)), t ∈ (0, T ]

u(t) = ϕ(t), t ∈ [−τ, 0)
0I

1−α
t u(t)|t=0 = ϕ(0).

(1.1)

whereDα and 0I
1−α
t denote the R-L derivative and R-L integral of fractional order, α, 0 < α < 1 respectively

and ϕ ∈ C0 := C([−τ, 0];X) i.e ϕ is a continuous X− valued function on [−τ, 0]. −A generates an analytic
semigroup of contractions in X , and τ > 0 and T < ∞ are constants. Here, the considered equation (1.1)

is also known as a generalized Basset equation with finite delay. In particular, if we consider α = 1
2 and

f(t, u(t), u(t − τ)) ≡ f(t), equation (1.1) becomes Basset equation. In [11], Ashyralyev proved the well-
posedness of the Basset equation in a Banach space X .

This analysis uses Rothe’s methodology to demonstrate the existence of the unique solution of FDDE since
it may also be used to determine a numerical solution. E. Rothe proposed Rothe’s approach in 1931 to solve
a second-order scalar parabolic initial value problem [1]. In [1], a parabolic boundary value problem of second
order in two variables was converted in the system of ordinary differential equations to get approximate solutions.
Later the method of lines was used to solve various partial differential equations of higher orders. In 1956,
Ladyẑenskaja [2] applied the Rothe approach to equations higher than the second order. Then, a number of other
authors see, e.g., J. Neĉas [3], J. Kaĉur [4] applied this technique to demonstrate a few a priori estimates, based on
which questions about existence and convergence are easily resolved. Rothe’s approach was used by Bahuguna
and Raghavendra [5] to demonstrate that nonlinear Schrodinger-type problems have a strong solution.

Several authors, including Agarwal and Bahuguna [7], Bahuguna and Raghvendra [6], S. Abbas et al. [8],
Shruti [9], and Darshana et al. [10], used Rothe’s approach to demonstrate the existence of the unique strong and
weak solutions to integer order differential equations.

In 2019, motivated by Ashyralyav [11], Bahuguna and Anjali [12] proved the existence of the unique, strong
solution to the following initial value problem for an FDE{

du(t)
dt +Dα

0+u(t) +Au(t) = f(t), t ∈ (0, T ), α ∈ (0, 1)

u(0) = 0
(1.2)

in a Banach space, X whose dual X∗ is uniformly convex, and −A generates an analytic semigroup of
contractions in X . Here Dα

0+ is the R-L derivative.
Rothe’s approach was used by Chaoui et al. [14] to demonstrate the existence of the one and only solution as
well as a few regularity findings for fractional diffusion integrodifferential with the fractional integral condition.
This approach was then used by Bahuguna and Anjali [13] to prove the existence of the unique strong solution
to the abstract fractional integrodifferential equations.
The article is structured as follows; section 2 contains some fundamental definitions, notations, and
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presumptions. Section 3, outlines the Rothe’s methodology based on which some apriori estimates are proved.
The major result is stated and proven in section 4, and the application of previous section is shown in section 5.

2. Basics and Assumptions

This section contains some basic definitions, preliminary information, and assumptions that will be utilised
to demonstrate the main theorem.

Throughout the work, assume that X is a Banach space with uniformly convex dual X∗ and ∥.∥, ∥.∥X∗ are
the norms of X and X∗. Here Ct := C([−τ, t];X) for t ∈ [0, T ] is the Banach space of all continuous functions
from [−τ, t] into X endowed with the supremum norm

∥ϕ∥t := sup
−τ≤ζ≤t

∥ϕ(ζ)∥, ϕ ∈ Ct

Definition 2.1. [17] Let I = (a, b) and f(x) ∈ ACn(a, b) and n − 1 < α < n, n ∈ N0. The R-L derivative of
function f of order α is defined as

Dα
a+f(x) =

(
d

dx

)n

In−α
a+ f(x) =

1

Γ(n− α)

(
d

dx

)n ∫ x

a

(x− t)n−α−1f(t)dt

where ACn[a, b] = {f : [a, b] → R : f (n−1) ∈ AC[a, b]} and In−α
a+ is known as the R-L integral of fractional

order.

Definition 2.2. [19] ”Let ∆ = {z : φ1 < arg z < φ2, φ1 < 0 < φ2} and for z ∈ ∆, let T (z) be a bounded
linear operator. The family T (z), z ∈ ∆ is an analytic semigroup in ∆ if

1. z → T (z) is analytic in ∆.

2. T (0) = I and lim z→0
z∈∆

T (z)x = x for every x ∈ X .

3. T (z1 + z2) = T (z1)T (z2) for z1, z2 ∈ ∆.

A semigroup T (t) will be called analytic in some sector ∆ containing the nonnegative real axis.

Definition 2.3 (Chapter-3 [23]). For a given ’Gauge function’ (A continuous and strictly increasing function ϕ :
R+ → R+ such that ϕ(0) = 0 and lim

t→∞
ϕ(t) = ∞ ) the mapping Jϕ : X → 2X

∗
defined by

Jϕx := {u∗ ∈ X∗ : ⟨x, u∗⟩ = ∥x∥∥u∗∥X∗ ; ∥u∗∥X∗ = ϕ(∥x∥)}

is called the ’duality mapping’ with Gauge function ϕ. This mapping is single-valued as X∗ is uniformly convex.

Definition 2.4. [19] An operator A is ”m-accretive” if

⟨Au, J(u)⟩ ≥ 0, ∀ u ∈ D(A),

where J is the duality mapping and R(I + λA) = X for λ > 0.

Remark 2.5. 1. If −A generates C0 semigroup, then A is m-accretive [19].

2. For a linear operator A, its domain of definition is given by

D(A) :=

{
v ∈ X : lim

t→0+

T (t)v − v

t
exists

}
where T (t) is a semigroup of bounded linear operators.
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Definition 2.6. A function u is said to be strong solution of problem (1.1) if it satisfies following properties:

1. u ∈ C(I;X) and u ∈ D(A).

2. Dα exists and is continuous on I , where 0 < α < 1.

3. u satisfies given equation (1.1) a.e. on I with initial condition u(t) = ϕ(t).

The form of strong solution [19] of problem (1.1) is given by

u(t) = T (t)ϕ(0)−
∫ t

0

T (t− s)Dαu(s)ds+

∫ t

0

T (t− s)f(s, u(s), u(s− τ))ds in X

Lemma 2.7. [13] If (pn) , (qn) and (rn) are nonnegative sequences and

pn ≤ qn +
∑

0≤k<n

rkpk for n ≥ 0,

& then pn ≤ qn +
∑

0≤k<n

rkqk exp

 ∑
k<j<n

rj

 for n ≥ 0.

This is known as ’Discrete Gronwall’s’ lemma.

Lemma 2.8. [13] Let y(t) is a non-negative continuous function on (0, T ] and g(t) > 0 be continuous, increasing
function on [0, T ]. If there are positive constants A,B such that

y(t) ≤ Ag(t) +B

∫ t

0

y(s)

(t− s)α
ds, 0 ≤ t ≤ T,

then there exists a constant C such that,

y(t) ≤ Cg(t).

where 0 < α < 1 and this reult also holds if y(t) is piecewise continuous function.

Lemma (3) is given to make us understand that the initial condition in the integral sense in equation (1.1) can
also be written differently:

Lemma 2.9. [18] Let α ∈ (0, 1) and r > 0, u : [0, r] → R be a Lebesgue measurable function.

1. If ∃ a.e. a limit limt→0+

[
t1−αu(t)

]
= e ∈ R, then there also exists a limit

0I
1−α
t u(t)

∣∣
t=0

& := lim
t→0+

1

Γ(1− α)

∫ t

0

u(s)

(t− s)α
ds = eΓ(α)

& = Γ(α) lim
t→0+

[
t1−αu(t)

]
.

2. If ∃ a.e. a limit limt→0+ 0I
1−α
t u(t) = e ∈ R, and if ∃ the limit limt→0+

[
t1−αu(t)

]
, then

lim
t→0+

[
t1−αu(t)

]
=

e

Γ(α)
=

1

Γ(α)
lim

t→0+
0I

1−α
t u(t)

Now we consider the following assumptions for proving the main result:

• (B1) −A generates an analytic semigroup of contractions in X .
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• (B2) The function f defined from [0, T ]×X ×X → X satisfies a local-Lipschitz like condition

∥f(t, u1, ũ1)− f(s, u2, ũ2∥ ≤ Lf (r)[|t− s|+ ∥u1 − u2∥+ ∥ũ1 − ũ2∥],

for all ui, ũi ∈ Br(X,ϕ(0)) and Lf (r) is a non-decreasing function and, for r > 0,

Br(X,ϕ(0)) = {u ∈ X : ∥u− ϕ(0)∥ ≤ r}.

• (B3) (I +A)−1 is compact.

3. Discretization and apriori estimates

We divide the interval [0, T ] into n-subintervals of lengths hn = T
n and at each of the division points

tnj = jh, j = 1, 2, 3, ..., n in order to apply Rothe’s approach of temporal discretization.

Discretization scheme for fractional derivative Dαu(t):
At t = tnj , the L1 [20] approach is used to estimate the R-L fractional derivative:

Dαu(t
n
j ) ≈

ϕ(0)

(tnj )
α
+

1

Γ(2− α)

j∑
i=1

bj−i

(
uni − uni−1

)
hn

h1−α
n , where j = 1, 2, 3, .., n (3.1)

=
ϕ(0)

(tnj )
α
+

j∑
i=1

(
uni − uni−1

)
dj,ni , where j = 1, 2, 3.., n (3.2)

where bk = (k + 1)1−α − k1−α and dj,ni = bj−i
h−α
n

Γ(2−α) .
We discretize du

dt by forward difference scheme

du

dt
=
uni − uni−1

hn

We let that ϕ(0) ∈ D(A). For a fix r > 0, we choose r0 such that

M = ∥f(0, ϕ(0), ϕ(0))∥+ ∥Au0∥+ r0d

where d is a positive constant. We consider un0 = ϕ(0) ≥ 0 ∀, n ∈ N and now we establish a discretization of
our problem in the direction of time-axis, at t = tnj j = 1, 2, 3.., n problem (1.1) becomes

un
j −un

j−1

hn
+Aunj +Dαu

n
j = fnj ,

u(tnj ) = ϕ(tnj )

0I
1−α
tnj

u(tnj )|tnj →0 = ϕ(0) ∀j = 1, 2, .., n whenever n→ ∞
(3.3)

where, fnj = f(tnj , u
n
j , u(t

n
j − τ)).

Lemma 3.1. If conditions (B1)-(B3) hold then for n ∈ N , j = 1, 2, ..., n,

1. ∥unj − u0∥ ≤ C1 where u0 = ϕ(0).

2. ∥δunj ∥ ≤ C2.

where C1, C2 are positive constants, independent of j,h and n.
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Proof. We may establish this claim by using two methods: first, discretizing the relevant fractional integral
equation; and second, discretizing the fractional derivative in direct form. Here, the first half of the lemma
is demonstrated by discretizing the fractional derivative, and the second part of the lemma is demonstrated by
discretizing the fractional integral.

Firstly using definition of R-L derivative

Dαu(t) =
d

dt
(I1−αu(t))

where I1−α is R-L integral, then equation (3.3) becomes

1

hn
(unj − unj−1) +Aunj +

1

hn
(I1−αunj − I1−αunj−1) = fnj (3.4)

Putting j = 1 in (3.4) and subtracting Au0 from both sides of obtained equation

1

hn
(un1 − un0 ) +Aun1 −Aun0 +

1

hn
(I1−αun1 − I1−αun0 ) = fn1 −Aun0 (3.5)

Here for simplicity, we write unj = uj
By applying J(u1 − u0) on both sides and using the definition of J for gauge function ϕ(t) = t, we obtain

⟨u1−u0, J(u1−u0)⟩+hn⟨A(u1−u0), J(u1−u0)+⟨I1−α(u1−u0), J(u1−u0)⟩ = hn⟨fn1 −Au0, J(u1−u0)⟩
(3.6)

By using m-accretivity of A and the definition of duality map J

∥u1 − u0∥ ≤ hn [∥f(t1, u1, ũ1)− f(0, u0, ũ(0))∥+ ∥f(0, u0, ũ(0))∥+ ∥Au0∥]

considering u(t− τ) = ũ and using inequality ⟨I1−α(u1 − u0), (u1 − u0)⟩ ≥ 0 (see [14])

∥u1 − u0∥ ≤ hn [|t1|+ ∥u1 − ϕ(0)∥+ ∥ũ1 − ϕ(0)∥+ ∥f(0, ϕ(0), ϕ(0))∥+ ∥Au0∥] ≤ hnM ≤ C

We will prove this result by induction; for this, we assume that

∥uni − u0∥ ≤ C ∀i < j. (3.7)

Now we show that

∥unj − u0∥ ≤ C (3.8)

Subtracting Au0 from both sides of (3.4)

1

hn
(unj − unj−1) +Aunj −Au0 +

1

hn
(I1−αunj − I1−αunj−1) = fnj −Au0

1

hn
((unj − u0)− (unj−1 − u0)) +A(unj − u0) +

1

hn
(I1−αunj − I1−αunj−1) = fnj −Au0

By applying J(unj − u0) on both sides, we get

⟨uj − u0, J(uj − u0)⟩+ hn⟨A(uj − u0), J(uj − u0)⟩+ ⟨I1−α(uj − uj−1), J(uj − u0)⟩
= ⟨(uj−1 − u0), J(uj − u0)⟩+ hn⟨fj −Au0, J(uj − u0)⟩

Considering,

⟨I1−α(uj − uj−1), J(uj − u0)⟩ = ⟨I1−α(uj − uj−1 + u0 − u0), J(uj − u0)⟩ ≥ 0
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Accretivity of A and the previous condition implies that

∥uj − u0∥ ≤ ∥uj−1 − u0∥+Mhn

Now using equation (3.7) we get required result i.e. ∥uj − u0∥ ≤ C1 ∀ j = 1, 2, 3, .... Now, for proving
inequality (2), we consider the discretized form of an equation (1.3) by discretizing the R-L integral of fractional
order

1

hn
(unj − unj−1) +Aunj +

ϕ(0)

(tnj )
α
+

j∑
i=1

(
uni − uni−1

)
dj,ni = fnj (3.9)

where bk and di are defined same as previously.
For j = 1

1

hn
(un1 − un0 ) +Aun1 +

ϕ(0)

(tnj )
α
+

1

hnΓ(2− α)
(un1 − un0 )h

1−α
n = fn1

i.e.
1

hn

(
1 +

h1−α
n

Γ(2− α)

)
(un1 − un0 ) +

ϕ(0)

tα
+Aun1 = fn1 .

Due to accretivity of A and (1 +
h1−α
n

Γ(2−α) ) > 1, we have

∥δun1∥ ≤ ∥fn1 ∥ .

where δunj =
un
j −un

j−1

hn
, ∀ j = 1, 2, 3, ...

For values of j ≥ 2, subtracting the equation (3.3) j − 1 from the equation (3.3) for j

1

hn
(unj − unj−1) +Aunj −Aunj−1 +Dαu

n
j −Dαu

n
j−1 =

1

hn
(unj−1 − unj−2) + fnj − fnj−1.

Using discretized value of Dα from equation (3.1), we obtain

1
hn

(unj − unj−1) +Aunj −Aunj−1 +
h1−α
n

Γ(2−α)δu
n
j

= δunj−1 +
1

Γ(2−α)

∑j−1
i=1 bj−1−iδu

n
i h

1−α
n − 1

Γ(2−α)

∑j−1
i=1 bj−iδu

n
i h

1−α
n + fnj − fnj−1.

Hence (
1 +

h1−α
n

Γ(2−α)

)
δunj +Aunj −Aunj−1

=
(
1 + (b0 − b1)

h1−α
n

Γ(2−α)

)
δunj−1 + fnj − fnj−1 +

1
Γ(2−α)

∑j−2
i=1 (bj−1−i − bj−i) δu

n
i h

1−α
n

Since (1 +
h1−α
n

Γ(2−α) ) > 1,

δunj +Au
n
j −Aunj−1 ≤

(
1 + (b0 − b1)

h1−α
n

Γ(2− α)

)
δunj−1+f

n
j −fnj−1+

1

Γ(2− α)

j−2∑
i=1

(bj−1−i − bj−i) δu
n
i h

1−α
n

(3.10)
Taking the duality product with J(unj − unj−1) owing Accretivity of A and hypotheses (B1), (B2), (B3) and
Lemma 3(i) we have

∥∥δunj ∥∥ ≤
(
1 + (b0 − b1)

h1−α
n

Γ(2− α)

)∥∥δunj−1

∥∥+
∥∥fnj − fnj−1

∥∥+
1

Γ(2− α)

j−2∑
i=1

(bj−1−i − bj−i) ∥δuni ∥h1−α
n

(3.11)
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Using Lipschitz condition on f

∥f(tnj , unj , ũnj−1)− f(tnj−1, u
n
j−1, ũ

n
j−1∥ ≤ Lf (r)[|tnj − tnj−1|+ ∥unj − unj−1∥+ ∥ũnj − ũnj−1∥],

∥f(tnj , unj , ũnj−1)− f(tnj−1, u
n
j−1, ũ

n
j−1∥ ≤ C

[
hn + 3hnδu

n
j

]
Now equation (3.10) becomes,

∥δunj ∥ ≤
(
1 + (b0 − b1)

h1−α
n

Γ(2− α)

)
∥δunj−1∥+C

[
hn + 3hnδu

n
j

]
+

1

Γ(2− α)

j−2∑
i=1

(bj−1−i − bj−i) ∥δuni ∥h1−α
n

(3.12)
Rearranging equation (3.11)

∥δunj ∥ ≤ D1

(
1 + (b0 − b1)

h1−α
n

Γ(2− α)

)
∥δunj−1∥+D2hn +

D3

Γ(2− α)

j−2∑
i=1

(bj−1−i − bj−i) ∥δuni ∥h1−α
n

where D1, D2, D3 are positive constants depending on C and hn.
Now using Discrete Gronwall’s inequality, we will get

∥δunj ∥ ≤ C2.

■

Lemma 3.2. If conditions (B1)-(B3) hold then for n ∈ N , j = 1, 2, .., n,

∥Dαunj ∥ ≤ C3, ∥Aunj ∥ ≤ C4

where C3, C4 are positive constants, independent of j,h and n.

Proof. Since

Dαu
n
j =

ϕ(0)

tα
+

1

Γ(2− α)

j∑
i=1

bj−iδu
n
i h

1−α
n

Using Lemma1(ii) and

bj−i = (j − i+ 1)1−α − (j − i)1−α = (j − i)1−α

[(
1 +

1

(j − i)

)1−α

− 1

]
Using binomial expansion

bj−i = (j − i)1−α

(
1− α

j − i
− α(1− α)

2!(j − i)2
+
α(1− α)(1 + α)

3!(j − i)3
+ ......

)
since 0 < α < 1, so

bj−i =
1− α

(j − i)α
− α(1− α)

2!(j − i)1+α
+
α(1− α)(1 + α)

3!(j − i)2+α
+ ......

using the fact that 0 < α < 1 so 1
(j−i)n < 1

(j−i)α for each n ∈ N and here i < j.
We select dα as the maximum of all the numerators in the previous expression of bj−i.

bj−i ≤ dα

(
1

jα
+

1

(j − 1)α
+

1

(j − 2)α
+ · · ·

)
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Now, we can express bj−i by the following inequality

bj−i ≤ dα

j∑
i=1

1

(j − i+ 1)α

Hence Dαu
n
j becomes

∥Dαu
n
j ∥ ≤ dαC2

j∑
i=1

hn
[(j − i+ 1)hn]

α

Now proceeding similarly as [Lemma 7 [13]], we will get required result ∥Dαu
n
j ∥ ≤ C3.

Now using triangle inequality,

∥Aunj ∥ ≤ ∥fnj ∥+ ∥Dαu
n
j ∥+ ∥δunj ∥

∥Aunj ∥ ≤ ∥fnj − fn0 ∥+ ∥fn0 ∥+ ∥Dαu
n
j ∥+ ∥δunj ∥

Using lemma(3.1), and the first part of the Lemma and local-Lipschitz condition on f , we get the required result

∥Aunj ∥ ≤ C4.

■

We next define a sequence of step functions. Xn : [−hn, T ] → D(A) by

Xn(t) =

{
ϕ(0), t ∈ [−hn, 0],
unj , t ∈

[
tnj−1, t

n
j

]
.

Further we introduce sequence Un of polygonal functions from [−τ, T ] → D(A), given by

Un(t) =

{
ϕ(t), t ∈ [−τ, 0],
unj−1 +

t−tnj−1

hn

(
unj − unj−1

)
, t ∈

(
tnj−1, t

n
j

]
.

Remark 3.3. From Lemma (3.1), we observe that the function Un(t) are Lipschitz continuous on [−τ, T ] with
a uniform Lipschitz constant. The sequence Un(t) − Xn(t) → 0 in X as n → ∞ on (0, T ]. Furthermore
the sequences Xn(t) and Un(t) are uniformly bounded in X . By definition of Xn(t), the boundedness of this
sequence is clear using lemma(3.1).

To prove boundedness of Rothe’s sequence Un(t) in X .
Since,

0 ≤
t− tnj−1

hn
≤ 1 in [tnj − tnj−1],

in order that by definition of Un(t), for an arbitrary t ∈ [tnj , t
n
j−1],

∥Un(t)∥ =
∥∥∥unj−1

(
1−

t− tnj−1

hn

)
+ unj

t− tnj−1

hn

∥∥∥
≤

∥∥∥unj−1

(
1−

t− tnj−1

hn

)∥∥∥+
∥∥∥unj t− tnj−1

hn

∥∥∥
≤

(
1−

t− tnj−1

hn

)
C1 +

t− tnj−1

hn
C1 ≤ C1.

Now, we define a sequence of step functions D̃αU
n : [0, T ] → X by

D̃αU
n(t) =

{
0, t = 0,

ϕ(0)
tα +

∑j
i=1 aj−i

un
i −un

i−1

hn

h1−α
n

Γ(2−α) , t ∈
(
tnj−1, t

n
j

]
.
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Lemma 3.4. ∥D̃αU
n(t)−DαU

n(t)∥ → 0 as n→ ∞ uniformly on (0, T ).

Proof. See the proof of Lemma 8 in [13] and the calculation for DαU
n(t) in [12]. ■

Lemma 3.5. There exists a subsequence {Unk} of {Un} and a function u : [0, T ] → D(A) such that Unk → u

in C([0, T ], X) and AXnk(t)⇀ Au(t) uniformly in X as n→ ∞. Furthermore, Au(t) is weakly continuous.

Proof. [21] For proving this define Y n = (I +A)Xn. {Y n(t)} is uniformly bounded by using Remark 1.
Since Xn = (I + A)−1Y n, assumption (B2) implies that a subsequence {Xnk(t)} of {Xn(t)} converges
strongly in X (using compact criterion). Let u(t) be the limit of Xnk(t). Um(t) → u(t) as n → ∞ by using
Remark 1.The sequence Unk ∈ C(I,X) is equicontinuous and for t ∈ I , {Unk(t)} is relatively compact in X .
Therefore, the Ascoli-Arzela theorem implies that Unk → u in C(I,X) i.e. Un(t) converges to u(t) uniformly
on every compact subinterval. Since each Unk is Lipschitz continuous with uniform Lipschitz constant M0, so

∥u(t1)− u(t2)∥ = limn→∞∥Un(t1)− Un(t2)∥ ≤M0|t1 − t2|

and
∥u(t)∥ = limn→∞∥Un(t)∥ ≤ C, u ∈ C([0, T ], X).

u is Lipschitz continuous.
We use Lemma 4 the uniform boundedness of {AXn}. For each t ∈ I , Xnk → u(t) as n → ∞, uniformly on
I . Since X∗ is uniformly convex, using Lemma (2.5) from [22] we can say that u(t) ∈ D(A) for t ∈ I and
AXnk ⇀ Au(t) uniformly on I as n → ∞. To prove the weak continuity of Au(t), let tk ∈ I be such that
tk → t as tk → t as k → ∞. As u is Lipschitz continuous so u(tk) → u(t) as k → ∞. Since {Au(tk)} is
uniformly bounded so Au(tk)⇀ Au(t) as k → ∞ ([22], using Lemma (2.5)). ■

Lemma 3.6. There exists a subsequence {Unk} of {Un} such that d−Unk

dt ⇀ du
dt and DαU

nk ⇀ Dαu in
L2([0, T ], X), as n→ ∞.

Proof. The proof of this Lemma is based on Lemma (10) from [13].
Since DαU

n(t) is uniformly bounded in L2([0, T ], X). Every bounded sequence in L2 has a weakly convergent
subsequence so there exist a subsequence DαU

nk(t) and a function ζ ∈ L2([0, T ], X) such that

DαU
nk(t)⇀ ζ ∈ L2([0, T ], X).

Define Y n : [0, T ] → X by

Y n(t) = I1−αUn(t) =
1

Γ(1− α)

∫ t

0

Un(s)

(t− s)α
ds

For t ∈ (0, tn1 )

Using Rothe’s sequence Un(t) = un0 +
(t−tn0 )
hn

(un1 − un0 ) = ϕ(0) + t
hn

(un1 − ϕ(0))

As ϕ is continuous function on closed interval [−τ, 0] so |ϕ(0)| ≤ a, where a is positive constant. Hence

Y n(t) =
1

Γ(1− α)

∫ t

0

ϕ(0) +
s(un

1 −ϕ(0))
hn

(t− s)α
ds

=
ϕ(0)

Γ(1− α)

∫ t

0

1

(t− s)α
ds+

(un1 − ϕ(0))

hnΓ(1− α)

∫ t

0

s

(t− s)α
ds

=
−t1−α

Γ(2− α)
ϕ(0) +

t2−α

hn

(δun1 − ϕ(0))

Γ(3− α)
(3.13)
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Since δun1 , ϕ(0) are bounded and Y n(0+) = 0 for every n.
For x∗ ∈ X∗, we can see

⟨Y nk(t), x∗⟩ =
∫ t

0

⟨DαU
nk(s), x∗⟩ds.

Since Unk → u ∈ C([0, T ], X), Y nk(t) → 1
Γ(1−α)

∫ t

0
u(s)

(t−s)α ds as k → ∞. Thus passing the limit k → ∞, we
get 〈

1

Γ(1− α)

∫ t

0

u(s)

(t− s)α
ds, x∗

〉
=

∫ t

0

⟨ζ(s), x∗⟩ds

Hence

ζ(t) =
1

Γ(1− α)

d

dt

∫ t

0

u(s)

(t− s)α
ds.

Similarly, we can show d−Unk

dt ⇀ du
dt in L2([0, T ], X). ■

Remark 3.7.
D̃αU

n ⇀ Dαu ∈ L2([0, T ], X), as n→ ∞.

Lemma 3.8. Au(t) is Bochner integrable on [0, T ].

Proof. The proof of Bochner’s integrability of Au(t) is based on the Lemma 4.6 in [22]. ■

Remark 3.9. Equation (1.3) can be written as

d−Un(t)

dt
+AXn(t) + D̃αU

n(t) = fn(t), t ∈ [0, T ] (3.14)

4. Main Results

Before proving the main theorem, let us recall well-known results from real analysis, which can be found in any
standard analysis book.

Remark 4.1. Lebesgue bounded convergence theorem: Let gn be a sequence of measurable functions on a set
of finite measure ω. Suppose gn is uniformly pointwise bounded on ω, that is , there is a number m ≥ 0 for which
|gn| ≤ m for all n. If gn → g pointwise on ω, then lim

n→∞

∫
ω
gn =

∫
ω
g.

Theorem 4.2. Let −A generates an analytic semigroup of contractions in X such that (B1)− (B3) hold. Then
the fractional differential equation with finite delay (1.1) has a unique strong and classical solution.

Proof. Existence of strong solution- Integrating equation (3.14) from 0 to t, we obtain

Un(t)− ϕ(0) +

∫ t

0

AXn(s)ds+

∫ t

0

D̃αU
n(s)ds =

∫ t

0

fn(s)ds in X

For each ψ ∈ X∗, we get

⟨Un(t), ψ⟩ − ⟨ϕ(0), ψ⟩+
∫ t

0

⟨AXn(s), ψ⟩ds+
∫ t

0

⟨D̃αU
n(s), ψ⟩ds =

∫ t

0

⟨fn(s), ψ⟩ds in X∗

Rewriting the above equation for the subsequence nk of n, we have

⟨Unk(t), ψ⟩ − ⟨ϕ(0), ψ⟩+
∫ t

0

⟨AXnk(s), ψ⟩ds+
∫ t

0

⟨D̃αU
nk(s), ψ⟩ds =

∫ t

0

⟨fnk(s), ψ⟩ds
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Owing to Lebesgue bounded convergence theorem, apriori estimates and remarks, as k → ∞

⟨u(t), ψ⟩ − ⟨ϕ(0), ψ⟩+
∫ t

0

⟨Au(s), ψ⟩ds+
∫ t

0

⟨Dαu(s), ψ⟩ds =
∫ t

0

⟨f(s, u(s), u(s− τ)), ψ⟩ds (4.1)

Using
∫ t

0
⟨Dαu(s), ψ⟩ds = ⟨I1−α

0+ u(t), ψ⟩ in equation (4.1), we obtain

⟨u(t) + I1−α
0+ u(t), ψ⟩ − ⟨ϕ(0), ψ⟩ = −

∫ t

0

⟨Au(s), ψ⟩ds+
∫ t

0

⟨f(s, u(s), u(s− τ)), ψ⟩ds

The continuous differentiability of ⟨u(t) + I1−α
0+ u(t), ψ⟩ is provided by the continuity of the integrands on the

RHS. Now, owing to Bochner integrability ofAu(t), the strong derivative of u(t)+I1−α
0+ u(t) exists a.e. on [0, T ],

implies that
du(t)

dt
+Dαu(t) +Au(t) = f(t, u(t), u(t− τ)), for a.e. t ∈ (0, T ]

Clearly, u is Lipschitz continuous on [0, T ] and u(t) ∈ D(A) for t ∈ [0, T ].
Uniqueness of strong solution- If there are two strong solutions, u1 and u2, they will both satisfy the differential
equation (1.1), then

dy(t)
dt +Dαy(t) +Ay(t) = f(t, u1(t), u1(t− τ))− f(t, u2(t), u2(t− τ)) t > 0

y(t) = 0, t ∈ [−τ, 0)
0tI

1−αy(t)|t=0 = 0;

(4.2)

where y(t) = u1(t)− u2(t) and assume H(t) = f(t, u1(t), u1(t− τ))− f(t, u2(t), u2(t− τ))

Now equation (4.2) becomes
dy(t)

dt
+Dαy(t) +Ay(t) = H(t)

S(t) is the semigroup generated by −A. Then

y(t) = −
∫ t

0

S(t− s)Dαy(s)ds+

∫ t

0

S(t− s)H(s)ds (4.3)

Since y(t) is differentiable almost everywhere and −A generates an analytic semigroup, differentiating equation
(4.3), we get

y′(t) = −Dαy(t) +H(t) +

∫ t

0

AS(t− s)Dαy(s)ds−
∫ t

0

AS(t− s)H(s)ds (4.4)

For homogeneous initial condition, [17], Caputo fractional derivative and R-L derivative becomes the same.
Hence for 0 < α < 1

Dαy(t) =
1

Γ(1− α)

d

dt

∫ t

0

y(s)

(t− s)α
ds =

1

Γ(1− α)

∫ t

0

y′(s)

(t− s)α
ds (4.5)

Using (4.4) in (4.5), we obtain
Dαy(t) =

1
Γ(1−α)

∫ t

0
(−Dαy(s)+H(s))

(t−s)α ds

+ 1
Γ(1−α)

∫ t

0

∫ t

s
1

(t−r)αAS(r − s)drDαy(s)ds

− 1
Γ(1−α)

∫ t

0

∫ t

s
1

(t−r)αAS(r − s)drH(s)ds.

(4.6)

36



Generalized Basset equation with finite delay

We can easily show the following estimate, using properties of analytic semigroup [Chapter-2 [19]] and using
estimate derived in [11]. ∥∥∥∥ 1

Γ(1− α)

∫ t

r

1

(t− r)α
AS(r − s)dr

∥∥∥∥ ≤ C

(t− r)α
(4.7)

where C is a positive constant. Hence equation (4.6) can be written as

∥Dαy(t)∥ ≤ C

∫ t

0

∥Dαy(s)∥
(t− s)α

ds+ C

∫ t

0

∥H(s)∥
(t− s)α

ds

Now we find the estimate of ∥H(t)∥ using hypothesis (B2)

∥H(t)∥ =∥f(t, u1(t), u1(t− τ))− f(t, u2(t), u2(t− τ))∥ (4.8)

≤Lf [∥u1(t)− u2(t)∥+ ∥ũ1(t)− ũ2(t)∥] = Lf [∥y(t)∥+ ∥ỹ(t)∥] (4.9)

For second term in R.H.S, when −τ ≤ t − τ ≤ 0, then y(t − τ) = 0 using condition (4.2) and when
0 ≤ t− τ ≤ T − τ ≤ T then we can write ∥y(t− τ)∥ ≤ ∥y(t)∥t
Hence, equation(4.9) can be written as

∥H(t)∥ ≤ gf∥y∥t (4.10)

where gf is dependent on Lf and ∥y(s)∥t = sup0≤s≤t∥y(s)∥
Now following similarly as in [13], we get

∥y∥2t ≤ 2C

∫ t

0

∥y(s)∥2sds

using Grownwall’s inequality, we have
∥y(t)∥t = 0 t ∈ [0, T ]

This implies y(t) = u1(t)− u2(t) = 0. This proves the uniqueness of strong solution.

Existence, uniqueness of classical solution:
The function f̄(t) = f(t, u(t), u(t − τ)) is local-Lipschitz continuous and X is reflexive Banach space so f̄(t)
is differentiable a.e. and f̄ ′ is in L1((0, T ), X) by using Generalized Rademacher’s theorem in reflexive Banach
space.
Given that −A is an analytical semigroup in X , the corollary 3.3 in [19] states that the existence of the unique
strong solution u entails the existence of the unique classical solution to (1.1). ■

5. Application

The conclusion established in the previous section is applied in this section, and the Rothe’s temporal
discretization is used to determine a numerical solution.

Example 5.1. Consider the following fractional differential equation with finite delay in X = L2(Ω), where Ω

is a bounded domain in Rn with smooth boundary

∂u(t, x)

∂t
+
∂αu(t, x)

∂tα
+A(x,D)u(t, x) = F (t, x, u(t, x), u(t− τ, x)) t ∈ (0, T ] (5.1)
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with conditions

u(t, x) = 0, x ∈ ∂Ω, t ∈ (0, T ] (5.2)

I1−αu(0)|t=0 = ϕ(x), in Ω (5.3)

u(t, x) = ϕ(t, x), t ∈ [−τ, 0) x ∈ Ω (5.4)

where 0 < α < 1 and ∂α

∂tα is R-L derivative of order α and x ∈ Ω.
ϕ ∈ C0 := C([−τ, 0];X), so there are many choices for ϕ(t, x). Here we consider
ϕ(t, x) = exp(x)t2+α,0 < α < 1,x ∈ Ω and t ∈ [−τ, 0], where τ > 0. It is easy to check that ϕ(t, x) is a
continuous function.

Let A(x,D)u =
∑

|β|≤2m aβ(x)D
βu be a strongly elliptic operator in Ω. The coefficients aβ(x) of A(x,D) are

assumed to be smooth enough. Let A = A(x,D) be a strongly elliptic operator of order 2m on a bounded
domain Ω in Rn.
Set D(A2) = W 2m,2(Ω) ∩Wm,2

0 (Ω) and A2(u) = A(x,D)u for u ∈ D(A2). By using theorem [[19],
Chapter 7], we say that the operator −A2 generates an analytic semigroup of contractions on X = L2(Ω) and
then by using theorem (I +A2)

−1 is a compact operator.
Let F (t, x, u(t, x), u(t − τ, x)) = f(t, x) + g(u(t, x), u(t − τ, x)), we assume that f and g satisfy
local-Lipschitz like condition such that

∥f(t1, x1)− f(t2, x2)∥ ≤ q[|t1 − t2|+ |x1 − x2|]

∥g(u(t1), ũ(t1))− g(u(t2), ũ(t2))∥ ≤ Lg(r)[∥u(t1)− u(t2)∥+ ∥ũ(t1)− ũ(t2)∥]

where ũ = u(t− τ), q is a positive constant and Lg(r) is a non-decreasing function.
In particular, we may consider:

1. f(t, x) = exp(−t)
√
(t) + x satisfies Lipschitz condition for t ∈ (0, T ] and x ∈ X .

2. g(u(t), ũ(t)) = sin(u(t)) (ũ(t)) + sin(ũ(t))) and clearly, g satisfies local-Lipschitz like condition for
Lg(r) = 2(r + a), r > 0 and |ϕ(0)| ≤ a as u(t), ũ(t) ∈ Br(X,ϕ(0)) , which is defined in section 2.

Now, we can rewrite equations (5.1)− (5.4) as

du(t)

dt
+Dαu(t) +A2u(t) = F (t, u(t), u(t− τ)) t ∈ (0, T ] (5.5)

with conditions {
u(t) = ϕ(t), t ∈ [−τ, 0)
0tI

1−αu(t)|t=0 = ϕ(0)
(5.6)

The analysis met all of theorem 4.2’s assumptions, hence the existence of the unique strong and classical solutions
to (5.5)− (5.6) implies the existence of the unique strong and classical solutions to (5.1)− (5.4).

Numerical Example: If we know the existence of a solution for FDDEs then we can go for the numerical solution
of FDDEs.

Example 5.2. Using Rothe’s methodology, we find out numerical solution of following FDDE.

∂

∂t
u(t, x) +

∂α

∂tα
u(t, x)− ∂2

∂x2
u(t, x) = −u(x, t− s) + h(x, t) t ∈ (0, T ] x ∈ [0, 2] (5.7)
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with conditions {
u(x, t) = ϕ(x, t), t ∈ [−s, 0], x ∈ [0, 2]

u(0, t) = u(2, t) = 0 t ∈ [0, 1]
(5.8)

assume ϕ(x, t) = t2(2x − x2) = u(x, t) for this exact solution
h(x, t) = Γ(3)

Γ(3−α) (2x− x2)t2−α + 2t(t+ 2x− x2) + x(2− x)(t− s)2.
As we have checked the existence of the unique classical solution for the previous example similarly we can do
this here by converting the differential equation into abstract form.
Let X = L2([0, 2],R) and the operator A defined on X by Au = −u′′ with domain

D(A) = {u ∈ L2([0, 2]);u′, u′′ ∈ L2[0, 2], u(0) = u(2) = 0}

It is well known that A generates an analytic semigroup on L2[0, 2] and it satisfies all the assumptions of the
theorem (4.2). So there exist classical solution for considered example by using theorem(4.2).
Since the classical solution for a given fractional differential equation is not always known, in this case we apply
Rothe’s approach to get the numerical solution for a given FDDEs.
To solve numerically for the delay s=0.5 and order of the fractional derivative alpha=0.2, we follow a few steps.

• The article uses a time-stepping strategy to solve the delay problem (5.7)− (5.8).

• The relevant difference quotients from the theory are used to replace the time derivatives.

• Now, at t = tn, build a discretization of our problem (5.7) along the time axis.

• We get a set of differential equations in the variable x.

• There are other additional ways [31–34] to solve the system of ordinary differential equations, however
this article uses further discretization in space variables.

Figures 1 and 2 are solution surfaces for numerical and analytic solutions and figure 3 shows the parabolic
behavior of the solution for different values of the time. If we increase the time steps, we get a numerical
solution approaching the classical solution.

Figure 1: Numerical Solution surface for dx=dt=1/10

Figure 2: Analytic Solution surface for dx=dt=1/10
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Figure 3: Numerical solution view for different values of time

6. Conclusion

In this study, we present some theoretical conclusions and numerical solution concerning the existence of
the unique classical solution to the initial boundary value problem of fractional order differential equations with
finite delay. The considered problem is a generalisation of the Basset problem with a finite delay, which occurs in
fluid dynamics when an unstable particle accelerates in a viscous fluid due to the force of gravity. To demonstrate
the existence of the unique considered problem, we calculated certain apriori results using semigroup theory and
some hypotheses on the source function.
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1. Introduction

Integrodifferential equations represent a wide range of natural phenomena, including biological models,
chemical kinetics, electronics, and fluid dynamics. The theory of the integrodifferential equations was
generalized to a stochastic functional integrodifferential equations by considering disturbances. As a result,
many mathematicians have studied the theory of integrodifferential equations with resolution operators in recent
decades (see [22, 23, 35, 39] and the references therein). The resolvent operator is analogous to the semigroup
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for differential equations in a Banach space. However, it will not be a semigroup since it does not satisfy the
semigroup properties. The existence, uniqueness, stability, controllability, and other quantitative and qualitative
aspects of stochastic integrodifferential equations have recently attracted much attention (see [6, 12–14, 37]). In
many cases, deterministic models will fluctuate due to random or seemingly random environmental noise. As a
result, we have to move from deterministic to stochastic situations

Delay differential equations are an essential branch of nonlinear analysis with numerous applications in
almost every field. Usually, the deviation of the arguments depends only on time (see [4, 15, 16]); however,
when the deviation of the arguments depends on both the state variable x and the time t, this form of the equation
is known as self-reference or state-dependent equations. Equations with state-dependent delays have piqued the
interest of specialists because they have numerous application models, such as the two-body problem of classical
electrodynamics, and they also have numerous applications within the class of problems with memories, such as
in hereditary phenomena, see [42, 43]. Several articles (see [1, 18, 30, 31]) investigated this equation.

Many phenomena and evolution processes in physics, chemical technology, population dynamics, and natural
sciences can change state abruptly or be perturbed quickly. We can see these disruptions as impulses in the
system. In addition to communications, mechanics (jump discontinuities in velocity), electrical engineering,
medicine, and biology, impulsive issues emerge in various other areas. The monographs by Benchohra et al.
[7], Graef et al. [20, 21], Laskshmikantham et al. [3], and Samoilenko and Perestyuk [40] provide a thorough
introduction to basic theory. On the other hand, Milman and Myshkis [34] studied differential equations with
impulses for the first time, followed by a period of active research culminating in the monograph by Halanay and
Wexler [24].

In the field of mathematical control theory, the idea of controllability plays an essential role. It makes it
possible to use a control that is admissible to guide the system from its initial state to its final state within a
specified amount of time. The concept of controllability is crucial to the study of finite-dimensional control
theory. Therefore, it is only natural to attempt to generalize it to an infinite number of dimensions. The
controllability of nonlinear systems with different types of nonlinearities has been studied using fixed point
concepts[5]. Several authors have investigated the controllability of semilinear and nonlinear systems, represented
by differential and integrodifferential equations in finite or infinite dimensional Banach spaces, respectively[9,
36, 44, 46].

Recently, Ma and Liu [32] studied the exact controllability and continuous dependence of fractional neutral
integrodifferential equations with state-dependent delay in Banach spaces. Slama and Boudaoui [41], authors
proved a new set of sufficient conditions for a class of fractional nonlinear stochastic differential inclusions
using fractional calculus, stochastic analysis theory, semigroup theory, and Bohnenblust-Karlin’s fixed point
theorem.To the best of our knowledge, the literature related to stochastic impulsive integrodifferential remains
limited.

Inspired by the works mentioned above, the main objective of this manuscript is to investigate the existence
and controllability results for the following model

dz(t) =
[
Az(t) +

∫ t

0

Γ(t− s)z(s)ds+ g

(
t, zt,

∫ t

0

h(t, s, zs)ds

)]
dt

+ξ(t, zσ(t,zt))dw(t), t ∈ J = [0, a], t ̸= ti,

∆z(ti) = Ii(zti), i = 1, . . . ,m

z0 = φ ∈ B,

(1.1)

where the state z(·) takes values in a real separable Hilbert space X, the operator A is an infinitesimal
generator of a C0-semigroup

(
T (t)

)
t≥0

on X, (Γ(t))t≥0 is a family of closed linear operators on X with domain
D(Γ(t)) ⊃ D(A), the history zt : (−∞, 0] −→ X, zt(α) = z(t + α), for t ≤ 0, belongs to the phase space
B, which will be described axiomatically later, the mappings g : J × B × X −→ X, h : J × J × B −→ X, ξ :

J×B −→ LQ (Y,X) , σ : J×B×(−∞, a] are appropriate functions that will be specified later, for i = 1, . . . ,m,

the functions Ii : B −→ X represent the impulses, let 0 = t0 < t1 < · · · < tm < tm+1 = a be prefixed points,
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and ∆z(ti) represents the jump of the function z at ti, which is defined by ∆z(ti) = z(t+i )−x(t−z ), where z(t+i )
and z(t−i ) denote the right and left limits of z(t) at t = ti, respectively. It should be emphasized that the existence
and controllability results for impulsive stochastic evolution integral differential equations with state dependent
delay in the form (1.1) have not yet been explored.

Here, we discuss the existence and controllability of the system(1.1) by using resolvent operator in the sense
of Grimmer and stochastic analysis tools combined with fixed point theory.

We will proceed as follows: Definitions and Lemma, which are necessary to derive the main results, are
outlined in Section 2. In Section 3, we prove the existence results using the Krasnoselskii-Schaefer fixed point
theorem’s implication. Section 4 is devoted to controllability. As a concluding point, an example is provided in
Section 5 to illustrate the theoretical outcomes.

2. Preliminaries

In this section, we briefly review some basic definitions and notations that will be used in the subsequent
sections.

2.1. Brownian motion

Let (X, ∥·∥ , ⟨·, ·⟩) and (Y, ∥∥Y , ⟨·, ·⟩Y) be two real separable Hilbert spaces, {ηk}∞k=1 denote a complete
orthonormal basis of Y and {w(t) : t ≥ 0} be a cylindrical Y−value Q−Wiener process in which Q is a finite
nuclear covariance operator. Denote Tr(Q) =

∑∞
k=1 γk, which satisfies Qηk = γkηk, (γk ≥ 0, k = 1, 2, . . .).

Set

w(t) =

∞∑
k=1

√
γkβk(t)ηk, t ≥ 0,

where {βk(t)}∞k=1 is a sequence of real-values independant one-dimensional standards Brownian motions over a
complete probability space (Ω,F ,P) .
It is assumed that Ft = σ{w(s) : 0 ≤ s ≤ t} is the σ− algebra generated by w and Ft = {Ft}t≥0. Let
ψ ∈ L (Y,X) and define

∥ψ∥2Q = Tr (ψQψ∗) =

∞∑
k=1

∥√γkψηk∥2,

where ψ∗ is the adjoint of the operator ψ, and L (Y,X) denotes the space of all bounded linear operators from
K into H endowed with the same norm ∥ · ∥. if ∥ψ∥2Q < ∞, the ψ is called a Q−Hilbert- Schmidt operator.
The completion LQ (Y,X) of L (Y,X) with respect to the topology induced by the norm ∥ · ∥Q, is a Hilbert
space with the above norm topology, where ∥ψ∥Q = ⟨ψ,ψ⟩ 1

2 . The collection of all strongly measurable, square-
integrable, X− valued random variables, denoted by L2 (Ω,X) , is a Banach space equipped with the norm

∥z∥L2 =
(
E∥z∥2

) 1
2 , where the expectation E is defined by Ez =

∫
Ω
z(w)dP.

Let C (J,L2 (Ω,X)) be the Banach space of all continuous maps from J into L2 (Ω,X) satisfying the condition
sup0≤t≤a E∥z(t)∥2 <∞. An important subspace L0

2 (Ω,X) of L2 (Ω,X) is given by

L0
2 (Ω,X) = {z ∈ L2 (Ω,X) : z isF0-measurable}.

For more details, we refer the reader to Da Patro and Zabczyk, LesZek Gawarecki and Vidyadhar Mandrekar
[19].

2.2. Integrodifferential equations in Banach spaces

Here we recall some knowledge on partial integrodifferential equations and the related resolvent operators. Let
H be the Banach space D(A) equipped with the graph norm defined by

∥θ∥H := ∥Aθ∥+ ∥θ∥ for θ ∈ H.
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We denote by C(R+,D), the space of all functions from R+ into D which are continuous. Let us consider the
following system:  θ′(t) = Aθ(t) +

∫ t

0

Γ(t− s)θ(s)ds for t ∈ [0, a],

θ(0) = θ0 ∈ D,
(2.1)

where A and Γ(t) are closed linear operators on a Banach space D.

Definition 2.1 ([22]). A resolvent operator for Eq. (2.1) is a bounded linear operator valued function R(t) ∈
L(D) for t ∈ [0, a], having the following properties :

(i) R(0) = I (the identity map of D) and ∥R(t)∥ ≤ Neβt for some constants N > 0 and β ∈ R.

(ii) For each θ ∈ D, R(t)θ is strongly continuous for t ∈ [0, a].

(iii) For θ ∈ H, R(·)θ ∈ C1(R+;D) ∩ C(R+;H) and

R′(t)θ = AR(t)θ +

∫ t

0

Γ(t− s)R(s)θds

= R(t)Aθ +

∫ t

0

R(t− s)Γ(s)θds, for t ∈ [0, a].

In what follows, we make the following assumptions.

(R1) The operator A is the infinitesimal generator of a strongly continuous semigroup (T(t))t≥0 on D.

(R2) (Γ(t))t≥0 is is a family of linear operators on D such that Γ(t) is continuous when regarded as a linear map
from H into D for almost all t ≥ 0. For any θ ∈ D, the map t 7→ Γ(t)θ is bounded, differentiable and the
derivative t 7→ Γ′(t)θ is bounded and uniformly continuous for t ≥ 0.

Theorem 2.2. [22] Assume that (R1)-(R2) hold. Then there exists a unique resolvent operator to the Cauchy
problem (2.1).

We have the following useful results.

Lemma 2.3. [11] Let the assumptions (R1) and (R2) be satisfied. Then, there exists a constant ∆ = ∆(a) such
that

∥R(t+ ϵ)−R(ϵ)R(t)∥L(D) ≤ ∆ϵ, ∀ 0 < ϵ ≤ t ≤ a.

Theorem 2.4 (Theorem 6, [17]). Let A be the infinitesimal generator of a C0-semigroup (T (t))t≥0 and let
(Γ(t))t≥0 satisfy (R2). Then the resolvent operator (R(t))t≥0 for Eq. (2.1) is compact for t > 0 if and only if
(T (t))t≥0 is compact for t > 0.

In the sequel, we recall some results on the existence of solutions for the following integro-differential
equation:  θ′(t) = Aθ(t) +

∫ t

0

Γ(t− s)θ(s)ds+ l(t) for t ∈ [0, a],

θ(0) = θ0 ∈ D.
(2.2)

where l is a continuou function.

Definition 2.5. [23] A continuous function θ : [0,+∞) → D is said to be a strict solution of Eq. (2.2) if

1. θ ∈ C1([0,+∞),D) ∩ C([0,+∞),H),

2. θ satisfies Eq. (2.2) for t ≥ 0.
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Theorem 2.6. [23] Assume that (R1) and (R2) hold. If θ is a strict solution of Eq. (2.2), then the following
variation of constant formula holds

θ(t) = R(t)θ0 +

∫ t

0

R(t− s)l(s)ds for t ≥ 0. (2.3)

Accordingly, we can establish the following definition.

Definition 2.7. [23] A function θ : [0,∞) −→ D is said a mild solution of Eq. (2.2) for θ0 ∈ D, if θ satisfies the
variation of constants formula (2.3).

In what follows, we say a function z : [b, c] −→ X is a normalized piecewise continuous function on [b, c]

if z is piecewise continuous and left continuous on (b, c]. We denote by PC([b, c],X) the space formed by the
normalized piecewise continuous, Ft-adapted measurable process from [b, c] into X. Particularly, we introduce
the space PC formed by all Ft-adapted measurable, X valued stochastic process {z(t) : t ∈ [0, a]} such that z is
continuous at t ̸= ti, z(t

−
i ) = z(ti) and z(t+i ) exists, for i = 1, 2, · · · ,m. Then (PC, ∥ · ∥PC) is a Banach space

with norm given by

∥z∥PC = sup
s∈J

(
E∥z(s)∥2

) 1
2 .

For z ∈ PC, we denote z̃i, i = 1, 2, . . . ,m, the function z̃i ∈ C
(
[ti, ti+1];L2 (Ω,X)

)
given by

z̃i(t) =

{
z(t), for t ∈ (ti, ti+1],

z(t+i ), if t = ti.

Moreover, for E ⊆ PC, we denote by Ẽi, i = 0, 1, 2, . . . ,m, the set Ẽi = {z̃i : z ∈ E}.

Lemma 2.8 ([26], [28]). .
A set E ⊆ PC, is relatively compact in PC, if and only if the set Ẽi is relatively compact inC ([ti, ti+1];L2(Ω,X))
for every i = 0, 1, . . . ,m.

In order to deal with the infinite delay, we will consider the phase space B which was described by Hale and
Kato in [25]. More precisely, B will be a seminormed linear space of F0−measurable functions defined from
(−∞, 0] into X, and satisfying the following axioms:
A: If z : (−∞, ρ + a] −→ X, a > 0 is such that zρ ∈ B and x|[ρ,ρ+a] ∈ PC ([ρ, ρ+ a],X) , then, for every
t ∈ [ρ, ρ+ a), : the following conditions hold:

(i) zt ∈ B,

(ii) E∥z(t)∥ ≤ H∥zt∥B,

(iii) ∥zt∥B ≤ K1(t− ρ) sup
ρ≤s≤t

E∥z(s)∥+K2(t− ρ)∥zρ∥B,

where H > 0 is a constant, K1(·),K2(·) : [0,+∞) −→ [1,+∞),K1(·) is continuous, K2(·) is locally
bounded, and H,K1(·),K2(·) are independent of z(·).

B: The space B is complete.
The following results will be required in computation.

Lemma 2.9. [45]. Let z : (−∞, a] −→ X be can an F0-adapted process z0 = φ(t) ∈ L0
2 (Ω,B) and z|J ∈

PC (J,X) , then
∥zs∥B ≤ K̃2∥φ∥B + K̃1 sup

0≤s≤a
E∥x(s)∥,

where K̃1 = sup
t∈J

K1(t) and K̃2 = sup
t∈J

K2(t).
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In order to handle the delay function σ, the next result is a very useful.

Lemma 2.10. [27] Let z : (−∞, a] −→ X be a function such that z0 = φ, and z|J ∈ PC. Then

∥zs∥B ≤ (K̃2 + Jφ
0 )∥φ∥B + K̃1 supE{∥z(θ)∥ : θ ∈ [0,max{0, s}]}, s ∈ Z(σ−) ∪ J,

where Jφ
0 = sup{Jφ(t) : t ∈ Z(σ−)}.

Now, we give two important fixed point theorems and Burkholder- Davis-Gundy’s inequality which are used
in the proof of the main results.

Lemma 2.11. [38]. Let Ψ be a condensing operator on a Banach space H , i.e., Ψ is continuous and takes
bounded sets into bounded sets, and ν(Ψ(C)) ≤ (C) for every bounded set C of H with ν(C) > 0, where ν(·)
denotes the Kuratowskii measure of noncompactness. If Ψ(F ) ⊂ F for a convex, closed and bounded set F of
H, then Ψ has a fixed point in H.

Lemma 2.12. [8] . Let Ψ1 and Ψ2 be two operators of a Banach space H such that

(a) Ψ1 is a contraction, and

(b) Ψ2 is completely continuous.

Then, either

(i) the operator equation Ψ1z +Ψ2z = z has a solution, or

(ii) the set M = {z ∈ H : αΨ1(
z
α ) + αΨ2(z) = z} is unbounded for α ∈ (0, 1).

Lemma 2.13. [10] For any p ≥ 1 and for arbitrary LQ(Y,X)-valued predictable process Ψ(·),

sup
s∈[0,t]

E
∥∥∥∫ s

0

Ψ(r)dw(r)
∥∥∥2p
X

≤ (p(2p− 1))p
(∫ t

0

(E∥Ψ(s)∥2pQ )
1
p

)p

. (2.4)

We now end this part by stating the definition of mild solution for Eq. (1.1).

Definition 2.14. An Ft−adapted stochastic process z : (−∞, a] −→ X is said to be a mild solution of Eq. (1.1) if
z0 = φ ∈ B, zσ(s, zs) ∈ B satisfying z0 ∈ L0

2(Ω,X), z|J ∈ PC. The function R(t− s)g(s, zs,
∫ s

0
h(s, τ, zτ )dτ)

is integrable for each s ∈ [0, a] and the following conditions hold:

(i) {zt : t ∈ J} is B−valued and the restriction of z(·) to the interval (ti, ti+1], i = 1, 2, . . . ,m is continuous
;

(ii) ∆z(ti) = Ii(zti), i = 1, 2, . . . ,m;

(iii) for each t ∈ J, z(t) satisfies the following integral equation

z(t) = R(t)φ(0) +

∫ t

0

R(t− s)g(s, zs,

∫ s

0

h(s, τ, zτ )dτ)ds

+

∫ t

0

R(t− s)ξ(s, zσ(s,zs))dw(s) +
∑

0<ti<t

R(t− ti)Ii(zti).
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3. Existence results

This section is devoted to the study of existence of mild solutions for Eq. (1.1). Throughout this work, we
assume that σ : J×B −→ (−∞, a] is continuous andM = supt∈J ∥R(t)∥. In the following, we firstly introduce
the subsequent hypotheses:

(A1) Let Z(σ−) = {σ(s, φ) ≤ 0, σ(s, φ) : (s, φ) ∈ J × B}. The function t −→ φt is well defined from
Z(σ−) into B and there exists a continuous and bounded function Jφ : Z(σ−) −→ (0,∞) such that
∥φt∥B ≤ Jφ(t)∥φ∥B for every t ∈ Z(σ−).

(A2) The resolvent operator
(
R(t)

)
t≥0

is compact for t > 0.

(A3) The function ξ : J × B −→ LQ(Y,X) satisfies the following properties:

(i) The function ξ(·, z) : J −→ LQ(Y,X) is strongly measurable for every z ∈ B,
(ii) The function ξ(t, ·) : B −→ LQ(Y,X) is continuous on Z(σ−) ∪ J,
(iii) There exist an integrable function l : J −→ [0,∞) and a non-decreasing function

µl ∈ C([0,∞); (0,∞)) such that, for every (t, z) ∈ J × B,

E∥ξ(t, z)∥2 ≤ l(t)µl(∥z∥2B), lim
δ−→∞

inf
µl(δ)

δ
= Θ <∞.

(A4) There exist constants d1 > 0 and d∗1 > 0 for all φ,ψ ∈ B, t, s ∈ J, such that

E
∥∥∥∥∫ t

0

[h(t, s, φ)− h(t, s, ψ)]ds

∥∥∥∥2 ≤ d1∥φ− ψ∥2

and d∗1 = a sup0≤s≤t≤a E∥h(t, s, 0)∥2.

(A5) The function g : J × B × X −→ X is continuous and there exist constants d2 > 0 and d∗2 > 0 for all
t ∈ J, φ1, φ2 ∈ B, z1, z2 ∈ X such that

E∥g(t, φ1, z1)− g(t, φ2, z2)∥2 ≤ d2
(
∥φ1 − φ2∥2B + E∥z1 − z2∥2X

)
and d∗2 = supt∈J E∥g(t, 0, 0)∥2.

(A6) The maps Ii, are completely continuous and there exist positive constant λi, i = 1, 2, . . . ,m, such that
E∥Ii(z)∥2 ≤ λi∥z∥2B for all z ∈ B.

Remark 3.1. Let φ ∈ B and t ≤ 0. The notation φt represents the function defined by φt(θ) = φ(t + θ).

Consequently, if the function z(·) in the Axiom A is such that z0 = φ, then zt = φt. We observe that φt is well
defined for t < 0, since the domain of φ is (−∞, 0].

Theorem 3.2. Assume that (R1)-(R2), (A1)− (A6) are satisfied and z0 ∈ L0
2(Ω,X), φ ∈ X. If

T0 = 1− 4

(
4M2a2d2K̃

2
1 + 8d2d1M

2a2K̃2
1 + 2M2mK̃2

1

m∑
i=1

λi

)
> 0, (3.1)

and
8K̃2

1M
2Tr(Q)

T0

∫ a

0

l(s)ds ≤
∫ ∞

T∗

ds

µl(s)
,

where

T ∗ = C +
8K̃2

1

T0

[
]M2Hd2∥φ∥2B + 2M2a2 (d2C + 2d2d1C + 2d2d

∗
1 + d∗2) +M2m

m∑
i=1

λiC

]
with C = 2(K̃2 + Jφ

0 )
2∥φ∥2B, then there exists a mild solution of Eq (1.1).
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Proof. Let F = {z ∈ PC : z(0) = φ(0)} be a space endowed with the uniform convergence topology. We define
the operator Ψ : F −→ F by

(Ψz)(t) =



0, t ∈ (−∞, 0]

R(t)φ(0) +

∫ t

0

R(t− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds

+

∫ t

0

R(t− s)ξ(s, zσ(s,z̃s))dw(s) +
∑

0<ti<t

R(t− ti)Ii(z̃ti), t ∈ J,

where z̃ : (−∞, a] −→ X is such that z̃0 = φ and z̃ = z on J. In view of hypotheses (A2),(A4) and (A5), we
have the following inequality

E
∥∥∥∥∫ t

0

R(t− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds

∥∥∥∥2
≤ 2M2a

∫ t

0

(
d2[∥z̃s∥2B + 2d1∥z̃s∥2B + 2d∗1] + d∗2

)
ds.

Then from the Bochner theorem [33], it follows that R(t − s)g(s, z̃s,
∫ s

0
h(s, τ, z̃τ )dτ) is integrable on [0, t),

which allows us to conclude that Ψ is a well-defined operator from F into F. We prove that Ψ has a fixed point,
which is a mild solution of the Eq.(1.1). Now, we decompose Ψ as Ψ1 +Ψ2, where

(Ψ1z)(t) = R(t)φ(0) +

∫ t

0

R(t− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds

(Ψ2z)(t) =

∫ t

0

R(t− s)ξ(s, zσ(s,z̃s))dw(s) +
∑

0<ti<t

R(t− ti)Ii(z̃ti), t ∈ J.

Firstly, we show that Ψ1 is a contraction. Next, we prove that Ψ2 is a completely continuous. In order to apply
Lemma 2.12 we give the proof in several steps.

Step 1: We will show the set S = {z ∈ F : ϵΨ1(
z
ϵ )+ϵΨ2(z) = z} is bounded on J for some ϵ ∈ (0, 1). Consider

the following nonlinear operator equation

z(t) = ϵΨz(t), 0 < ϵ < 1, (3.2)

where the operator Ψ has already been defined. Next we give a priori estimate for the solutions of the above
equation. Let z ∈ F be a possible solution of z(t) = ϵΨz(t) for some 0 < ϵ < 1, we have

z(t) = ϵR(t)φ(0) + ϵ

∫ t

0

R(t− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds

+ ϵ

∫ t

0

R(t− s)ξ(s, zσ(s,z̃s))dw(s) + ϵ
∑

0<ti<t

R(t− ti)Ii(z̃ti), t ∈ J. (3.3)
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Using (3.3), hypotheses (A2)− (A6), Hölder and Burkholder-Davis-Gundy’s inequalities, we have

E∥z(t)∥2 (3.4)

≤ 4E∥ϵR(t)φ(0∥2 + 4E∥ϵ
∫ t

0

R(t− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds∥2

+ 4∥ϵ
∫ t

0

R(t− s)ξ(s, zσ(s,z̃s))dw(s)∥
2 + 4∥ϵ

∑
0<ti<t

R(t− ti)Ii(z̃ti)∥2

≤ 4M2H2∥φ∥2B + 8M2a

∫ t

0

{
d2

(
2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1 sup
0≤t≤a

E∥z(t)∥2

+ 2d1

[
2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1 sup
0≤t≤a

E∥z(t)∥2
]
+ 2d∗1

)
+ d∗2

}
ds

+ 4M2Tr(Q)

∫ t

0

l(s)µl

[
2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1 sup
0≤τ≤a

E∥z(τ)∥2
]
ds

+ 4M2m

m∑
i=1

λi

[
2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1 sup
0≤t≤a

E∥z(t)∥2
]

≤ 4M2H2∥φ∥2B + 8M2a2

[
d2

(
2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1 sup
0≤t≤a

E∥z(t)∥2

+ 2d1

[
2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1 sup
0≤t≤a

E∥z(t)∥2
]
+ 2d∗1

)
+ d∗2

]

+ 4M2Tr(Q)

∫ t

0

l(s)µl

[
2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1 sup
0≤s≤a

E∥z(s)∥2
]
ds

+ 4M2m

m∑
i=1

λi

[
2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1 sup
0≤t≤a

E∥z(t)∥2
]
. (3.5)

Let ϑ(s) = sup0≤s≤a E∥z(s)∥2 and C = 2(K̃2 + Jφ
0 )

2∥φ∥2B. From (3.4), we have

ϑ(t)

≤ 4

{
M2H2∥φ∥2B + 2M2a2

{
d2

[
C + 2K̃2

1ϑ(t) + 2d1

[
C + 2K̃2

1ϑ(t)
]
+ 2d∗1

]
+ d∗2

}

+M2Tr(Q)

∫ t

0

l(s)µl

[
C + 2K̃2

1ϑ(s)
]
ds+M2m

m∑
i=1

λi

[
C + 2K̃2

1ϑ(t)
]}

≤ 4

{
M2H2∥φ∥2B + 2M2a2 [d2C + 2d2d1C + 2d2d

∗
1 + d∗2]

+M2Tr(Q)

∫ t

0

l(s)µl

[
C + 2K̃2

1ϑ(s)
]
ds+M2m

m∑
i=1

λiC

+ ϑ(t)

[
4M2a2d2K̃

2
1 + 8d2d1M

2a2K̃2
1 + 2M2mK̃2

1

m∑
i=1

λi

]}
.
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It follows that

ϑ(t) ≤ 4

T0

{
M2H2∥φ∥2B + 2M2a2 [d2C + 2d2d1C + 2d2d

∗
1 + d∗2]

+M2Tr(Q)

∫ t

0

l(s)µl

[
C + 2K̃2

1ϑ(s)
]
ds+M2m

m∑
i=1

λiC

}
.

Let ω(t) = C + 2K̃2
1ϑ(t). Since σ(s; z̃s) ≤ s for every s ∈ [0, a], we have

ω(t) ≤ T ∗ +
8K̃2

1M
2Tr(Q)

T0

∫ t

0

l(s)µl(ω(s))ds.

Denoting by ν(t) the right-hand side of the last inequality, we find that

ν
′
(t) ≤ 8K̃2

1M
2Tr(Q)

T0
l(t)µl(ν(t))

and ∫ ν(t)

T∗

ds

µl(s)
≤ 8K̃2

1M
2Tr(Q)

T0

∫ a

0

l(s)ds ≤
∫ ∞

T∗

ds

µl(s)
.

Consequently, we see that ν(t) is bounded, which proves that z is bounded in F for any z ∈ S. Hence S is
bounded on J for ϵ ∈ (0, 1).

Step 2: Ψ1 is a contraction operator on F.
Let t ∈ J and z, y ∈ F. Then, by assumptions (A2),(A4) and (A5) and Lemma 2.10 , we have

E∥(Ψ1z)(t)− (Ψ1y)∥2

≤ E
∥∥∥∥∫ t

0

R(t− s)
[
g

(
s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ

)
− g

(
s, ỹs,

∫ s

0

h(s, τ, ỹτ )dτ

)]
ds

∥∥∥∥2
≤M2a

∫ t

0

E
∥∥∥∥g(s, z̃s,∫ s

0

h(s, τ, z̃τ )dτ

)
− g

(
s, ỹs,

∫ s

0

h(s, τ, ỹτ )dτ

)∥∥∥∥2 ds
≤M2a2(d2 + d1d2)∥z̃s − ỹs∥2B
≤M2a2(d2 + d1d2)K̃

2
1 sup
0≤s≤a

∥z̃(s)− ỹ(s)∥2

≤M2a2(d2 + d1d2)K̃
2
1∥z̃ − ỹ∥PC

= L0∥x− y∥2PC ,

where L0 =M2a2(d2 + d1d2)K̃
2
1 . By (3.1), we see that L0 < 1. As a consequence Ψ1 is a contraction operator

on F.
Step 3: Ψ2 is a completely continuous operator on F. We will do it into several steps.

(a) Ψ2 : F −→ F is continuous.
Let {zn}∞n=0 ⊆ F, with zn −→ z in F. Then, there is a number q > 0 such that E∥zn∥2 ≤ q for all n and
a.e. t ∈ J, so zn ∈ Bq(0,F) = {z ∈ F : E∥z∥2 ≤ q} and z ∈ Bq(0,F). From Axiom A, it is not hard to
see that (z̃n)s −→ z̃s uniformly for s ∈ (−∞, a] as n −→ ∞. By hypotheses (A1) and (A3), we obtain

ξ(s, z̃nσ(s,(z̃n)s)
) −→ ξ(s, z̃σ(s,z̃s)) as n −→ ∞

for each s ∈ [0, t], and
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E
∥∥∥ξ(s, z̃nσ(s,(z̃n)s)

)− ξ(s, z̃σ(s,z̃s))
∥∥∥2 ≤ 2l(t)µl[2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1q].

Then, by the dominated convergence theorem and the continuity of Ii, i = 1, 2, . . . ,m, we get

∥Ψ2z
n −Ψ2z∥2PC

≤ 2E
∥∥∥∥∫ t

0

R(t− s)
[
ξ(s, z̃nσ(s,(z̃n)s)

)− ξ(s, z̃σ(s,z̃s))
]
dw(s)

∥∥∥∥2
+ 2E

∥∥∥∥∥ ∑
0<ti<t

R(t− ti)[Ii(z̃
n
ti)− Ii(z̃ti)]

∥∥∥∥∥
2

≤ 2M2Tr(Q)

∫ t

0

E
∥∥∥ξ(s, z̃nσ(s,(z̃n)s)

)− ξ(s, z̃σ(s,z̃s))
∥∥∥2

+ 2M2m

m∑
i=1

E
∥∥Ii(z̃nti)− Ii(z̃ti)

∥∥2 → 0 as n→ ∞.

Consequently, we get

lim
n→∞

∥Ψ2z
n −Ψ2z∥2PC = 0,

and this proves that Ψ2 is continuous.

(b) Ψ2 maps bounded sets into bounded sets in F.
For each q > 0, let Bq(0,F) = {z ∈ F : E∥z∥2 ≤ q}. Then, Bq(0,F) is a bounded closed convex subset
of F. In fact, it suffices to show that there is a positive constant N0 such that E∥Ψ2x∥2 ≤ N0 for each
z ∈ Bq(0,F).
We set q∗ = 2(K̃2 + Jφ

0 )
2∥φ∥2B + 2K̃2

1q. From Lemma 2.10, (A3) and (A6), we have

E∥(Ψ2z)(t)∥2

≤ 2E
∥∥∥∥∫ t

0

R(t− s)ξ(s, z̃σ(s,z̃s))dw(s)

∥∥∥∥2 + 2E

∥∥∥∥∥ ∑
0<ti<t

R(t− ti)Ii(z̃ti)

∥∥∥∥∥
2

≤ 2M2Tr(Q)

∫ a

0

E∥ξ(s, z̃σ(s,z̃s))∥ds+ 2M2m

m∑
i=0

E∥Ii(z̃ti)∥2

≤ 2M2Tr(Q)

∫ a

0

l(s)µl(q
∗)ds+ 2M2m

m∑
i=1

λiq
∗

≤ N0,

which gives that, for each z ∈ Bq(0,F), E∥Ψ2z∥2 ≤ N0.

Now it remains to show that Ψ2(Bq(0,F)) is equicontinuous and Ψ2(Bq(0,F))(t) is precompact in F. For
this purpose, we decompose Ψ2 as Υ1 + Υ2, where Υ1 and Υ2 are the operators on Bq(0,F) defined,
respectively, by

(Υ1z)(t) =

∫ t

0

R(t− s)ξ(s, z̃σ(s,z̃s))dw(s)

and

(Υ2z)(t) =
∑

0<ti<t

R(t− ti)Ii(z̃ti).
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(c) First, we show that Υ1(Bq(0,F)) is equicontinuous and Υ1(Bq(0,F))(t) is relatively compact in F.
Let 0 < t1 < t2 ≤ a, for each z ∈ Bq(0,F). Using (A2) and (A3), we obtain

E∥(Υ1z)(t2)− (Υ1z)(t1)∥2

= E
∥∥∥∥∫ t2

0

R(t2 − s)ξ(s, z̃σ(s,z̃s))dw(s)−
∫ t1

0

R(t1 − s)ξ(s, z̃σ(s,z̃s))dw(s)

∥∥∥∥2
≤ 2E

∥∥∥∥∫ t1

0

[
R(t2 − s)−R(t1 − s)

]
ξ(s, z̃σ(s,z̃s))dw(s)

∥∥∥∥2
+ 2E

∥∥∥∥∫ t2

t1

R(t2 − s)ξ(s, z̃σ(s,z̃s))dw(s)

∥∥∥∥2
≤ 2Tr(Q)

∫ t1

0

l(s)µl(q
∗)∥R(t2 − s)−R(t1 − s)∥2ds

+ 2Tr(Q)

∫ t2

t1

l(s)µl(q
∗)∥R(t2 − s)∥2ds

≤ 2Tr(Q)µl(q
∗)

∫ a

0

l(s)∥R(t2 − s)−R(t1 − s)∥2ds

+ 2Tr(Q)M2µl(q
∗)

∫ t2

t1

l(s)ds.

Since R(t) is continuous in the uniform operator topology, it follows that the right-hand side of the above
inequality tends to zero and hence E∥(Υ1z)(t2) − (Υ1z)(t1)∥2 converges to zero independent of z ∈
Bq(0,F ) as t2 − t1 −→ 0. Thus the set {Υ1z : z ∈ Bq(0,F)} is equicontinuous. The equicontinuity for
the other cases t1 < t2 < 0 or t1 ≤ 0 ≤ t2 ≤ a are very simple.

Next, we show the precompactness of Υ1(Bq(0,F))(t) in F. By the virtue of the compactness of the
resolvent operator R(t) for t > 0 and the continuity of ξ, we see that the set

{R(t− s)ξ(s, θ) : s ∈ [0, a], ∥θ∥2B ≤ q∗}

is relatively compact in X. Then, applying the mean value theorem for the Bochner integral, we get

(Υ1z)(t) ∈ tconv({R(t− s)ξ(s, θ) : s ∈ [0, a], ∥θ∥2B ≤ q∗}),

which implies that {(Υ1z)(t) : z ∈ Bq(0,F)} is relatively compact in F.

(d) Υ2 is completely continuous.

We prove that Υ2 is completely continuous. We can conclude that Υ2 is continuous based on the proof in
Step 3 (a). From the definition of Υ2, for q > 0, t ∈ [ti, ti+1], i = 1, 2, . . . ,m, and z ∈ Bq(0,F), we find
that

Υ2z(t) ∈


∑i

j=1R(t− tj)Ij(Bq∗(0,X)), t ∈ (ti, ti+1),∑i
j=1R(ti+1 − tj)Ij(Bq∗(0,X)) if t = ti+1,∑i−1
j=1R(ti − tj)Ij(Bq∗(0,X)) + Ii(Bq∗(0,X)) if t = ti,

where q∗ = 2(K̃2+J
φ
0 )

2∥φ∥2B+2K̃2
1q,which proves that [Υ2(Bq)]i(t) is relatively compact in F, for every

t ∈ [ti, ti+1], since the maps Ii are completely continuous for all i = 1, 2, . . . ,m. Moreover, using the
compactness of the operators Ii and the assumption (A2), we can prove that [Υ2(Bq)]i is equicontinuous
at t, for every t ∈ [ti, ti+1]. According to Lemma 2.8, we know that Υ2 is completely continuous. As a
result Ψ2 is completely continuous. Hence, by Krasnoselskii-Schaefer fixed point theorem, we realize that
Ψ has a fixed point on F, which is a mild solution of Eq. (1.1). This completes the proof.
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■

Instead of the assumption (A6) discussed in Theorem 3.2, assume that the maps Ii satisfy some Lipschitz
conditions. In this instance, we can also prove the existence of mild solutions. In addition, let us introduce the
following condition:

(A7) The maps Ii are completely continuous and there are positive constants bi, ci such that

E∥Ii(z)− Ii(y)∥2 ≤ bi∥z − y∥2B,

and ci = supt∈J E∥Ii(0)∥2, for z, y ∈ B, i = 1, 2, . . . ,m.

Theorem 3.3. Assume that (R1)-(R2),(A1)-(A5) and (A7) hold and z0 ∈ L0
2(Ω,X). Then there exists a mild

solution of Eq. (1.1) provided that

8M2K̃2
1

(
2a2d2 + 4a2d2d1 + 2m

m∑
i=1

bi + Tr(Q)Θ

∫ a

0

l(s)ds

)
< 1. (3.6)

Proof. Let Ψ be the map defined as in the proof of Theorem 3.2. For better readability, we split the proof into
two steps.

Step 1: Ψ(Bq(0,F)) ⊆ Bq(0,F) for some r > 0.

We affirm that there exist a positive constant r > 0 such that Ψ(Bq(0,F)) ⊆ Bq(0,F). We proceed by
contradiction. Suppose that it is not true. Then for each r > 0, there exists a function zq(tq) ∈ Bq(0,F) such
that Ψ(zq) /∈ Bq(0,F), i.e., q < E∥(Ψzq)(tq)∥2 for some tq ∈ J. Thus, from the assumptions we have

q < E∥(Ψzq)(tq)∥2

≤ 4E∥R(tq)φ(0)∥2 + 4E

∥∥∥∥∥
∫ tq

0

R(tq − s)g(s, z̃qs ,

∫ tq

0

h(s, τ, z̃qτ )dτ)ds

∥∥∥∥∥
2

+ 4E

∥∥∥∥∥
∫ tq

0

R(tq − s)ξ(s, z̃q
σ(s,z̃q

s)
)dw(s)

∥∥∥∥∥
2

+ 4E

∥∥∥∥∥ ∑
0<ti<t

R(tq − s)Ii(z̃
q
ti)

∥∥∥∥∥
2

≤ 4M2H2∥φ∥2 + 8M2a

∫ tq

0

{
d2
[
∥z̃qs∥2B + 2d1(∥z̃qs∥2B) + 2d∗1

]
+ d∗2

}
+ 4M2Tr(Q)

∫ tq

0

E∥ξ(s, z̃q
σ(s,z̃q

s)
)∥2ds+ 4M2m

m∑
i=1

E∥Ii(z̃qti)∥
2

≤ 4M2H2∥φ∥2 + 8M2a2
{
d2
[
(C + 2K̃2

1q) + 2d1(C + 2K̃2
1q) + 2d∗1

]
+ d∗2

}
+ 4M2Tr(Q)

∫ a

0

l(s)µl(C + 2K̃2
1q)ds+ 4M2m

m∑
i=1

{
2bi(C + 2K̃2

1q) + 2ci
}

where C = 2(K̃2 + Jφ
0 )

2∥φ∥2. Dividing both sides by q and taking the limit as q → ∞, we obtain

1 ≤ 8M2K̃2
1

(
2a2d2 + 4a2d2d1 + 2m

m∑
i=1

bi + Tr(Q)Θ

∫ a

0

l(s)ds

)
which contradicts (3.6). Hence, for some positive number q, we have Ψ(Bq(0,F)) ⊆ Bq(0,F).
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Step 2: Ψ is a condensing map. Let Ψ = Ψ1 +Ψ2, where

(Ψ1x)(t) = R(t)φ(0) +

∫ t

0

R(t− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds+
∑

0<ti<t

R(t− ti)Ii(z̃ti)

(Ψ2z)(t) =

∫ t

0

R(t− s)ξ(s, z̃σ(s,z̃s))dw(s), t ∈ J.

From the proof of Theorem 3.2, Ψ2 is completely continuous on Bq(0,F). Next, we have to show that Ψ1 is a
contraction map. Let z, y ∈ Bq(0,F). Then, using hypotheses (A2), (A4), (A5) and (A7) we get

E∥(Ψ1z)(t)− (Ψ1y)(t)∥2

≤ E
∥∥∥∥∫ t

0

R(t− s)
[
g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)− g(s, ỹs,

∫ s

0

h(s, τ, ỹτ )dτ)
]
ds

+
∑

0<ti<t

R(t− ti)
[
Ii(z̃ti)− Ii(ỹti)

]∥∥∥∥2
≤ 2M2a2 (d2 + d1d2) K̃

2
1 sup
0≤s≤a

E∥z̃(s)− ỹ(s)∥2

+ 2M2m

m∑
i=1

biK̃
2
1 sup
0≤s≤a

E∥z̃(s)− ỹ(s)∥2.

It follows that

∥Ψ1z −Ψ1y∥2PC ≤ 2K̃2
1

[
M2a2(d2 + d1d2) +mM2

m∑
i=1

bi

]
∥z − y∥PC

= κ∥z − y∥PC ,

where κ = 2K̃2
1

[
M2a2(d2 + d1d2) +mM2

m∑
i=1

bi

]
. By (3.6), we deduce that κ < 1, which yields that Ψ1 is a

contraction map. Considering Sadovskii’s fixed point theorem, we conclude that there exists a fixed point for Ψ
on Bq(0,F), which is a mild solution for Eq. (1.1). ■

4. Controllability results

In this section, we examine the controllability of the following impulsive stochastic integro-differential
equation with state-dependent delay:

dz(t) =
[
Az(t) +

∫ t

0

Γ(t− s)z(s)ds+Bϑ(t) + g

(
t, zt,

∫ t

0

h(t, s, zs)ds

)]
dt

+ξ(t, zσ(t,zt))dw(t), t ∈ J = [0, a], t ̸= ti,

∆z(ti) = Ii(zti), i = 1, . . . ,m,

z0 = φ ∈ B,

(4.1)

where g, h,A, ξ, Ii, are the same as in the Eq. (1.1). The control function ϑ(·) takes its values in L2(J,U) of
admissible control functions for a separable Hilbert space U , and B is a bounded linear operator from U into X.
First, we give the definitions of mild solution and controllability for the system (4.1).

Definition 4.1. A Ft−adapted stochastic process z : (−∞, a] −→ X is called a mild solution of the system (4.1)
if z0 = φ ∈ B, zσ(s,zs) ∈ B satisfying z0 ∈ L0

2(Ω,X), z|J ∈ PC. The function R(t− s)g(s, zs,
∫ s

0
h(s, τ, zτ )dτ)

is integrable for each s ∈ [0, a] and the following conditions hold:

56



Existence and controllability of impulsive stochastic integro-differential equations with state-dependent delay

(i) {zt : t ∈ J} is B−valued and the restriction of z(·) to the interval (ti, ti+1], i = 1, 2, . . . ,m is continuous
;

(ii) ∆z(ti) = Ii(zti), i = 1, 2, . . . ,m;

(iii) for each t ∈ J, z(t) satisfies the following integral equation

z(t) = R(t)φ(0) +

∫ t

0

R(t− s)g(s, zs,

∫ s

0

h(s, τ, zτ )dτ)ds+

∫ t

0

R(t− s)Bϑ(s)ds

+

∫ t

0

R(t− s)ξ(s, zσ(s,zs))dw(s) +
∑

0<ti<t

R(t− ti)Ii(zti).

Definition 4.2. The system (4.1) is said to be controllable on the interval J, if for every initial function z0 =

φ ∈ B, there exists a stochastic control ϑ ∈ L2(J,U) that is adapted to the filtration {F}t≥0 such that the mild
solution of the system (4.1) satisfies z(a) = z1.

We aim to transfer system (4.1) from z(0) to z(a) = z1. To achieve that purpose, we must assume:

(A8) The linear operator W : L2(J,U) −→ X, defined by

Wϑ =

∫ a

0

R(t− s)Bϑ(s)ds,

has a bounded invertible operator W−1 which takes values in L2(J,U)/ kerW and there exist positive
constants M1,M2 such that ∥B∥2 ≤M1 and ∥W−1∥2 ≤M2.

(A9) The function ξ : J × B −→ LQ(Y,X) is continuous and there exists constant
Mξ > 0, M̃ξ > 0 for z, y ∈ B such that

E∥ξ(t, z)− ξ(t, y)∥2 ≤Mξ∥z − y∥2B
and M̃ξ = supt∈J E∥ξ(t, 0)∥2.

Theorem 4.3. Assume that (R1) − (R2), (A4) − (A5) and (A7) − (A9) hold and z0 ∈ L0
2(Ω,X). Then the

system (4.1) is controllable provided that

5GK̃2
1

(
1 + 5M2M1M2a

2
)
≤ 1 (4.2)

where G = 4M2a2d2 + 8d1d2M
2a2 + 4M2aTr(Q)Mξ + 4M2m

m∑
i=1

bi and M = sup
0≤t≤a

∥R(t)∥.

Proof. Define the control process with terminal state z1 = z(a).

ϑaz(t) = W−1

{
z1 −R(a)φ(0)−

∫ a

0

R(a− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds

−
∫ a

0

R(a− s)ξ(s, z̃σ(s,z̃s))dw(s)−
m∑
i=1

R(a− ti)Ii(z̃ti)

}
(t).

Using this control, we define the operator Ξ : F −→ F by

(Ξz)(t) = R(t)φ(0) +

∫ t

0

R(t− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds

+

∫ t

0

R(t− s)Bϑaz(s)ds+

∫ t

0

R(t− s)ξ(s, z̃σ(s,z̃s))dw(s)

+
∑

0<ti<t

R(t− ti)Ii(z̃ti).
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where z̃ : (−∞, a] −→ X is such that z̃0 = φ and z̃ = z on J. From the assumptions, we know that the map Ξ
is well defined and continuous.

Now, we prove that the operator Ξ has a fixed point in F, which is a mild system solution (4.1). Observe that
(Ξz)(a) = z1. This means that the control ϑaz steers the system from φ to z1 in finite time a, implying that the
system (4.1) is controllable.

Let q∗ = 2(K̃2 + Jφ
0 )

2∥φ∥2B +2K̃2
1q for each q > 0. For any z ∈ Bq(0,F) and q > 0, from the assumptions

(A4)− (A5) and (A7)− (A9), we have

E∥ϑaz(t)∥2

≤ 5E∥W−1∥
{
E∥z1∥2 + E∥R(t)φ(0)∥2

+ E
∥∥∫ a

0

R(a− s)g(s, z̃s,

∫ s

0

h(s, τ, z̃τ )dτ)ds
∥∥2

+
∥∥∫ a

0

R(a− s)ξ(s, z̃σ(s,z̃s))dw(s)
∥∥2 + E

∥∥ ∑
0<ti<t

R(a− ti)Ii(z̃ti)
∥∥2}

≤ 5M2

{
E∥z1∥2 +M2H2∥φ∥2B + 2M2a2 (d2q

∗ + 2d1d2q
∗ + 2d∗1d2 + d∗2)

+M2aTr(Q)
(
2Mξq

∗ + 2M̃ξ

)
+M2m

m∑
i=1

(2biq
∗ + 2ci)

}
= Ω.

Furthermore, for any z, y ∈ Bq(0,F), we obtain

E∥ϑaz(t)− ϑay(t)∥2

≤ 3K̃2
1M2

{
M2a2(d2 + d1d2) +M2aTr(Q)Mξ +M2m

m∑
i=1

bi

}
∥z − y∥2PC .

For the sake of convenience, we break the proof into two steps.

Step 1: We show that Ξ maps Bq(0,F) into itself.
It is enough to show that there exists a positive constant q > 0 such that Ξ(Bq(0,F)) ⊆ Bq(0,F). Suppose that
this assertion is false. Then for each > 0, there exists a function zq(tq) ∈ Bq(0,F), such that Ξ(zq) /∈ Bq(0,F),
that is q < E∥(Ξzq)(tq)∥2 for some tq ∈ J. Thus, using hypotheses (A4)− (A5) and (A7)− (A9) , we obtain

q < E∥(Ξzq)(tq)∥2

≤ 5M2H2∥φ∥2B + 10M2a2 (d2q
∗ + 2d1d2q

∗ + 2d∗1d2 + d∗2)

+ 5M2a2M1Ω+ 10M2aTr(Q)
(
Mξq

∗ +M∗
ξ

)
+ 10M2m

m∑
i=1

(biq
∗ + ci) .

Dividing both sides by q and taking the limit as q → ∞, we get

1 < 5GK̃2
1

(
1 + 5M2M1a

2M2

)
,

where G = 4M2a2d2 + 8M2a2d2d1 + 4M2aTr(Q)Mξ + 4M2m

m∑
i=1

bi, which is contrary to (4.2). Hence, for

some positive number q, we have Ξ(Bq(0,F)) ⊆ Bq(0,F).
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Step 2: We prove that Ξ is a contraction operator. Let z, y ∈ Bq(0,F), we obtain

E∥(Ξz)(t)− (Ξy)(t)∥2

≤ 4M2a2 (d2 + d1d2) ∥z − y∥2B + 4M2aTr(Q)Mξ∥z − y∥2B

+ 4M2m

m∑
i=1

bi∥z − y∥2B

+ 12M2M1M2a
2
{
M2a2(d2 + d1d2) +M2aTr(Q)Mξ

+M2m

m∑
i=1

bi
}
∥z − y∥2B

≤ 4M2a2K̃2
1 (d2 + d1d2) ∥z − y∥2PC + 4M2aTr(Q)K̃2

1Mξ∥z − y∥2PC

+ 4M2mK̃2
1

m∑
i=1

bi∥z − y∥2PC

+ 12M2M1M2a
2K̃2

1

{
M2a2(d2 + d1d2) +M2aTr(Q)Mξ

+M2m

m∑
i=1

bi
}
∥z − y∥2PC

= 4G′K̃2
1

(
1 + 3M1M

2a2M2

)
∥z − y∥2PC

where G
′

= M2a2(d2 + d1d2) + M2aTr(Q)Mξ + M2m
∑m

i=1 bi. Thanks to (4.2), we see that
4G

′
K̃2

1

(
1 + 3M1M

2a2M2

)
< 1. Therefore Ξ is a contraction operator, and according to Banach’s fixed point

theorem it has a unique fixed point in F, which is a mild solution Eq. (4.1). Thus, Eq. (4.1) is controllable. This
completes the proof. ■

5. An example

To illustrate our obtained results, we consider the following impulsive stochastic integrodifferential equation
with state-dependent delay of the form

∂

∂t
y(t, x) =

∂2

∂x2
y(t, x) + f

(
t, y(t− τ, x),

∫ t

0

k(t, s, y(s− τ, x))ds

)
+

∫ t

0

u(t− s)
∂2

∂x2
y(s, x)ds

+

∫ t

−∞
v(t, x, s− t)N [y(s− σ1(t)σ2(∥y(t, x)∥), x)] dw(s),

0 ≤ x ≤ π, τ > 0, t ∈ J = [0, a],

y(t, 0) = y(t, π) = 0, t ∈ J,

y(θ, x) = φ(θ, x), θ ∈ (−∞, 0], 0 ≤ x ≤ π,

∆y(ti)(x) =

∫ ti

−∞
αi(ti − s)y(s, x)ds, i = 1, 2, . . . ,m, 0 ≤ x ≤ π,

(5.1)

where 0 < t1 < · · · < tm < a are prefixed numbers and u : [0,∞) −→ [0,∞) is bounded and C1-function such
that u

′
is bounded and uniformly continuous,

σ1 : [0,∞) −→ [0,∞), σ2 : [0,∞) −→ [0,∞) are continuous functions; a > 0; f, k, v,N ,

Ii, (i = 1, 2, . . . ,m), and φ are appropriate functions, which will be specified later.
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To study this system, we consider the space X = Y = L2([0, a],R) and define the operator A : D(A) ⊂
X −→ X as D(A) = H2([0, π]) ∩H1

0 ([0, π])

Aκ =
∂2

∂x2
κ.

Then, Aκ = −
∑∞

n=1 n
2⟨κ, sn⟩sn, κ ∈ D(A), where sn(x) =

√
2

π
sinnx, n = 1, 2, . . . is the orthogonal basis

of eigenvectors of A.
It is known that A is the infinitesimal generator of an analytic semigroup

(
T (t)

)
t≥0

on X, which is given by

T (t)z =

∞∑
n=1

e−n2t⟨z, sn⟩sn for all z ∈ X and every t ≥ 0.

Therefore (R1) holds. In addition, the semigroup
(
T (t)

)
t≥0

genered by A is compact for t > 0. Then
by Theorem 2.4, the corresponding resolvent operator is also compact. Hence, (A2) holds. Let φ(t)(x) =

φ(θ, x), (θ, x) ∈ (−∞, 0] × [0, π], y(t)(x) = y(t, x). Assume that q : (−∞, 0] −→ (0,∞) is a Lebesgue
integrable function with l =

∫ 0

−∞ q̃(t)dt <∞. For any a > 0, define

B =
{
ζ : (−∞, 0] −→ X| (E∥ζ(θ)∥2) 1

2 is a bounded and measurable function on [−b, 0]

and
∫ 0

−∞
q(s)(E∥ζ(s)∥2) 1

2 ds <∞
}
.

Now, we take q(t) = e2t, t < 0, then we get p =
∫ 0

−∞ q(t)dt = 1
2 and

∥ζ∥B =

∫ 0

−∞
q(s) sup

s≤θ≤0

(
E∥ζ(θ)∥2

) 1
2 ds.

It is easy to verify that (B, ∥·∥B) is a Banach space. In order to represent the system (5.1) to the abstract form (1.1),
we define the functions g : J × B × X −→ X, ξ : J × B −→ LQ(Y,X), σ : J × B −→ (−∞, 0], Ik : B −→ X
respectively by

g

(
t, ζ,

∫ t

0

h(t, s, ζ)ds

)
(x) = f

(
t, ζ(θ, x),

∫ t

0

k(t, s, ζ(θ, x)ds

)
=

∫ 0

−∞
γ(θ)ζ(θ)(x)dθ +

∫ t

0

∫ 0

−∞
β1(s)β2(τ)ζ(τ, x)dτds,

ξ(t, ζ)(x) =

∫ 0

−∞
v(t, x, θ)N (ζ(θ, x))dθ,

σ(θ, ζ) = θ − σ1(θ)σ2(∥ζ(0)∥),

Ii(ζ)(x) =

∫ 0

−∞
αi(−θ)ζ(θ, x)dθ, i = 1, 2, . . . ,m.

On the other hand, let Γ : D(A) ⊂ X → X be the operator defined by

Γ(t)x = u(t)Ax, for t ≥ 0 and x ∈ D(A).

Under these definition, system (5.1) is then rewriten in the following form
dz(t) =

[
Az(t) +

∫ t

0

Γ(t− s)z(s)ds+ g

(
t, zt,

∫ t

0

h(t, s, zs)ds

)]
dt

+ξ(t, zσ(t,zt))dw(t), t ∈ J = [0, a], t ̸= ti,

∆z(ti) = Ii(zti), i = 1, . . . ,m

z0 = φ ∈ B.

(5.2)
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Since u is bounded and C1-function such that u
′

is bounded and uniformly continuous, (R2) is fulfilled. Hence,
by Theorem 2.2, Eq. (2.1) has a unique resolvent operator

(
R(t)

)
t≥0

on X, which is also operator-norm
continuous for t ≥ 0 thanks to Theorem 2.4.

To establish the existence result for the mild solution of (5.1), we need the following conditions:

(i) The function γ(θ) ≥ 0 is continuous in (−∞, 0] satisfying

∫ 0

−∞
γ2(θ)dθ <∞, γg =

(∫ 0

−∞

(γ(s))2

q(s)
ds

) 1
2

<∞.

(ii) β1, β2 : R −→ R are continuous and

γ∗g =

(∫ 0

−∞

(β2(s))
2

q(s)
ds

) 1
2

<∞.

(iii) the functions αi ∈ C(R,R) and

ci =

(∫ 0

−∞

α2
i (−θ)
q(s)

dθ

) 1
2

<∞, i = 1, 2, . . . ,m,

(iv) The function v2(t, x, θ) ≤ 0 is continuous on J × [0, 2π]× (−∞, 0] and satisfies∫ 0

−∞
v(t, x, θ)dθ = δ(t, x) <∞.

(v) The function N (·) is continuous and satisfies 0 ≤ N (y(θ, x)) ≤ µl

(∫ 0

−∞ e2s∥y(s, ·)∥L2
ds
)

for (θ, x) ∈
(−∞, 0]× [0, 2π], where µl(·) is positive, continuous and nondecreasing in [0,∞).

Under the above assumptions, we obtain

∥Ii(ζ)∥L2
=

[ ∫ π

0

E
∥∥∫ 0

−∞
αi(−θ)ζ(θ, x)dθ

∥∥2dx] 1
2

=

[ ∫ π

0

E
∥∥ ∫ 0

−∞

αi(−θ)
q

1
2 (θ)

q
1
2 (θ)ζ(θ, x)dθ

∥∥2dx] 1
2

≤
[ ∫ π

0

( ∫ 0

−∞

α2
i (−θ)
q(θ)

dθ
)( ∫ 0

−∞
q(θ)E∥ζ(θ, x)∥2dθ

)
dx

] 1
2

=
( ∫ 0

−∞

α2
i (−θ)
q(θ)

dθ
) 1

2
[ ∫ π

0

∫ 0

−∞
q(θ)E∥ζ(θ, x)∥2dθdx

] 1
2

≤
( ∫ 0

−∞

α2
i (−θ)
q(θ)

dθ
) 1

2
[ ∫ 0

−∞
q(θ)

∫ π

0

E∥ζ(θ, x)∥2dxdθ
] 1

2

≤ ci
[ ∫ 0

−∞
q(θ) sup

s≤θ≤0
E∥ζ(θ)∥2dθ

] 1
2

≤ ci∥ζ∥B,
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∥g(t, ζ, w)∥L2

=

[ ∫ π

0

E
∥∥∫ 0

−∞
γ(θ)ζ(θ)(x)dθ +

∫ t

0

∫ 0

−∞
β1(s)β2(τ)ζ(τ, x)dτds

∥∥2dx] 1
2

≤
[ ∫ π

0

E
∥∥∫ 0

−∞
γ(θ)ζ(θ)(x)dθ

∥∥2dx] 1
2

+

[ ∫ π

0

E
∥∥∫ t

0

∫ 0

−∞
β1(s)β2(τ)ζ(τ, x)dτds

∥∥2dx] 1
2

≤ γg∥ζ∥B + a

[ ∫ 2π

0

( ∫ t

0

β2
1(s)ds

)(
E
∥∥∫ 0

−∞
β2(τ)ζ(τ, x)dτ

∥∥2)dx] 1
2

≤ γg∥ζ∥B + a
( ∫ t

0

β2
1(s)ds

) 1
2
[ ∫ π

0

E
∥∥ ∫ 0

−∞
β2(τ)ζ(τ, x)dτ

∥∥2dx] 1
2

≤ γg∥ζ∥B + a
( ∫ t

0

β2
1(s)ds

) 1
2 γ∗g∥ζ∥B

=
[
γg + a∥β1∥∞γ∗g

]
∥ζ∥B,

∥ξ(t, ζ)∥L2
=

[ ∫ π

0

E
∥∥∫ 0

−∞
v(t, x, θ)N (ζ(θ, x))dθ

∥∥2dx] 1
2

≤
[ ∫ π

0

E
∥∥∫ 0

−∞
v(t, x, θ)µl

(∫ 0

−∞
e2s∥ζ(s)(·)∥L2ds

)
dθ

∥∥2dx] 1
2

≤
[ ∫ π

0

( ∫ 0

−∞
v(t, x, θ)µl

(∫ 0

−∞
e2s sup ∥ζ(s)(·)∥L2ds

)
dθ

)2
dx

] 1
2

≤
[ ∫ π

0

( ∫ 0

−∞
v(t, x, θ)dθ

)2
dx

] 1
2

µl (∥ζ∥B)

=

[ ∫ π

0

δ2(t, x)dx

] 1
2

µl(∥ζ∥B)

= l(t)µl(∥ζ∥B),

where l(t) =
(∫ π

0

δ2(t, x)dx

) 1
2

. Therefore, g, Ii(i = 1, 2, · · · ,m) are bounded by

E∥g∥2X ≤ L2,E∥Ii∥2X ≤ c2i , where L2 = [γg +a∥β1∥∞γ∗g ]2. In addition, from the estimation of ξ(t, ζ), it is easy
to see that the function ξ satisfy the hypothesis (A3). Hence by Theorem 3.3, the system (5.1) has a mild solution
on J.

Conclusion

This article focuses on a new kind of state-dependent delay neutrality of impulsive stochastic
integrodifferential equations in a real separable Hilbert space. We obtained the existence and controllability of
mild solutions using the fixed point theorems and resolvent operator theory in the sense of Grimmer. We
provided an example to show the effectiveness of the main results.In addition, to obtain the immediate results
discussed in this paper, the Krasnoselskii–Schaefer fixed point theorem, the Sadovskii fixed point theorem, and
the Banach fixed point theorem were all successfully applied under a variety of distinct conditions. In upcoming
research, we will investigate the controllability and stability of solutions for impulsive stochastic
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integrodifferential systems that either have jumps in their dynamics or are driven by the Rosenblatt process. This
research will take place shortly.
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Abstract. In this manuscript, we have established conditions for the existence and uniqueness of mild and classical solutions
to the fractional order Cauchy problem by including and without including impulses over the completed norm linear space
(Banach space). Conditions are established using the concept of generators and the generalised Banach fixed point theorem,
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1. Introduction

The various problems in physics, engineering, and biological sciences that have abrupt changes for a small
amount of time are well explained in terms of impulses. Therefore, problems like removal of insertion of biomass,
populations of species with abrupt changes, abrupt harvesting, and various problems containing abrupt changes
are modelled into impulsive differential equations[3, 9, 13, 19, 23–25, 28, 34]. Many researchers have studied
the qualitative properties like existence, uniqueness, and asymptotic behaviour of impulsive differential equations
using various techniques. These studies are found in the articles cited [1, 2, 15, 26, 35, 37] and reference their in.
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Fractional Cauchy problem with impulses

On the other hand, due to the inherited property of the fractional derivative operator [6, 8], many nonlinear
complicated problems, such as seepage flow in porous media, anomalous diffusion, wave and transport, and
many other problems, are now being remodelled into fractional differential equations [12, 14, 16–18, 27, 30,
31, 33, 38]. Fractional calculus developed become one of the most well-liked areas of applied mathematics as
a result of the numerous uses of fractional differential equations. This draws a lot of academics interested in
differential equations and fractional calculus. Numerous scholars, including [10, 11, 22, 36], have examined the
qualitative properties, such as existence and uniqueness of mild solutions to fractional equations using diverse
methodologies. Researchers have looked into the existence and originality of impulsive fractional differential
equations. Benchohra and Slimani[5] investigated the presence and distinctiveness of a mild solution to impulsive
differential equations in one dimension. To find adequate criteria for the existence and uniqueness of the mild
solution, they employed the fixed point theorems of Banach, Schaefer, and Leray-Schauder. With the use of
Banach contraction principle and semigroup theory, Mohphu [29] researched the existence and uniqueness of
mild solutions. By assuming the sectroial property of the linear operator A, Ravichandran and Arjunan [32]
investigated the existence and uniqueness of the classical and mild solutions of impulsive fractional integro-
differential equations on Banach space. Balachandra et al. By omitting the semigroup property from Mohphu’s
work, al. [4] examined the existence and uniqueness of mild solutions to impulsive fractional integro-differential
equations on a Banach space. The classical solution of a fractional order differential equation of the Caputo type
is described by Kataria and Patel [20], who also examine the congruence between the classical and mild solutions
of more extended impulsive fractional equations on a Banach space.

Krasnoselskii’s fixed point was utilised by Borah and Bora [7] and Kataria et al. [21] to demonstrate the
necessary conditions for the existence of mild solutions for the non-local fractional differential equations with
non-instantaneous impulses.

In this paper, we develop necessary criteria for mild solution and classical solution of the impulsive fractional
evolution problem,

cDαu(t) = Au(t) + F (t, u(t)) t ̸= tk, k = 1, 2, · · · , p
∆u(tk) = Ik(u(tk)), t = tk, k = 1, 2, · · · , p
u(t0) = u0

(1.1)

over the interval [0, T0] on a Banach space U . Here, cDα denotes Caputo fractional differential operator of order
0 < α ≤ 1, A : U → U is linear operator and f : [0, T0]× U → is nonlinear function. Ik : U → U are impulse
operator at time t = tk, fro k = 1, 2, · · · , p and their existence and uniqueness. We also developed conditions
underwhich classical solution and mild solution of (1.1) are coincide.

The outline of the article is as follows: In section-2, we discussed some preliminaries from fractional calculus
followed by motivation to study in section-3. Section-4 and section-5 discusses the existence and uniqueness
results of fractional evolution equation without and with impulses followed by conclusion in section-6.

2. Prelimnaries

In this section we introduce notations, definitions, assumptions preliminary facts which are used throughout
this paper.

Definition 2.1. ([22, 30]) The Riemann-Liouville fractional integral operator of α > 0, of function f ∈ L1(R+)

is defined as

Iαt0+f(t) =
1

Γ(α)

∫ t

t0

(t− s)α−1f(s)ds,

provided the integral on right side exist. Where Γ(·) is gamma function.

Definition 2.2. ([22, 30]) The Caputo fractional derivative of order α > 0, n− 1 < α < n, n ∈ N, is defined as

cDα
t0+f(t) =

1

Γ(n− α)

∫ t

0

(t− s)n−α−1 d
nf(s)

dsn
ds,
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provided the integral on the right exist and n = [α] + 1.

Definition 2.3. One and two parameter Mittag-Lefflar function is defined as:

Eα(z) =

∞∑
n=0

zn

Γ(αn+ 1)
, Eα,β(z) =

∞∑
n=0

zn

Γ(αn+ β)

for all α, β > 0 and z ∈ C respectively.

Definition 2.4. [37] Let X be Banach space. Then the set

PC([t0, T ], X) =

{
u : [t0, T ] → X;u is continuous at t ̸= tk, left continuous at t =

tk, right limit at t = tk exist for all k = 1, 2, · · · , p
}

.

This set PC([t0, T ], X) is Banach space under the norm defined by ||u||PC = sup
{
||u(t)||; t ∈ [t0, T ]

}
.

3. Motivation

This section is devoted to motivation behind studying the existence and uniqueness of solution for the Caputo
Cauchy problem. Consider the non-homogeneous diffusion equation without impulses

cDαu(t, x) = uxx(t, x) + F (t, x),

u(t, 0) = u(t, π) = 0,

u(0, x) = u0(x)

(3.1)

over the rectangle [0, T0] × [0, π]. The solution of this equation (3.1) using the Laplace transform and Fourier
series at any time t ∈ [0, T0] is given by

u(t, x) = Tα(t)u0(x) +

∫ t

0

(t− s)α−1Tα,α(t− s)F (s, x)ds (3.2)

where, the families of operators Tα(t), Tα,β(t) : U → U for all t ∈ [0, T0] are defined as

Tα(t)z =

∞∑
n=1

Eα(−n2tα) < z, ϕn > ϕn

and

Tα,β(t)z =

∞∑
n=1

Eα,β(−n2tα) < z, ϕn > ϕn

in the space
U =

{
z : [0, π] → R : z′′ exists and z(0) = z(π) = 0

}
the functions Eα(·) and Eα,β(·) are Mittag-Leffler functions of one and two parameter family respectively and
ϕn(x) are orthonormal Fourier basis corresponding to eigenvalues.

In view of the equation (3.2) we can define mild solution of semi-linear diffusion equation

cDαu(t, x) = uxx(t, x) + F (t, u),

u(t, 0) = u(t, π) = 0,

u(0, x) = u0(x)

(3.3)
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as a function u satisfy the equation

u(t, x) = Tα(t)u0(x) +

∫ t

0

(t− s)α−1Tα,α(t− s)F (s, u)ds (3.4)

where, the families of operators Tα(t), Tα,β(t) are defined above.
Observe that the operator A in equation (3.3) is neither bounded nor semigroup property but solutions of

equation (3.3) exist under certain conditions (derived in the Section -4). From this we can say that the function u

is the mild solution of diffusion equation (3.3) if u satisfies the integral equation (3.4). Using this concept we can
easily study the various qualitative properties like existence and uniqueness of solution, various types of stability
and controllability of the Caputo fractional evolution system (1.1) with and without impulses. This motivates to
study existence and uniqueness of solutions of Caputo fractional evolution equation (1.1).

4. Mild and classical solutions without impulses

In this section, we are going to discuss existence and uniqueness of classical and mild solutions of the
fractional order evolution equation (1.1) without impulses by using the concept of generators, motivated from
the previous section.
Consider the fractional order evolution equation without impulses over the interval [0, T0] of the form:

cDαu(t) = Au(t) + F (t, u(t)),

u(0) = u0

(4.1)

in the general Banach space U , where A : U → U is linear operator, cDα is fractional differential operator of
Caputo type for 0 < α ≤ 1 and F : [0, T0]× U → U is nonlinear function.
We define the operators which is generated by the linear operator A.

Definition 4.1. The families of operators Tα(t), Tα,β(t) : U → U , t ≥ 0 are generated by a linear operator
A : U → U satisfies the following properties:

(1) Tα(0) = I and Tα,β(0) = I where, I is identity operator

(2) T (t) satisfies the linear fractional equation cDαu(t) = A(t)u(t) in Banach space U

(3) limβ→1 Tα,β(t) = Tβ(t)

Example 4.2. The operators Tα(t), Tα,β(t) : U → U for all t ∈ [0, T ] are defined as

Tα(t)z =

∞∑
n=1

Eα(−n2tα) < z, ϕn > ϕn

and

Tα,β(t)z =

∞∑
n=1

Eα,β(−n2tα) < z, ϕn > ϕn

defined on the space
U =

{
z : [0, π] → R : z′′ exists and z(0) = z(π) = 0

}
are generated by the linear operator A = ∂2

∂x2 satisfies the above properties.

With the operators Tα(·) and Tα,β ,the mild and classical solutions of Caputo fractional evolution equation
(4.1) is defined as follows
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Definition 4.3. The function u ∈ U is called mild solution of Caputo fractional order (0 < α ≤ 1) evolution
equations (4.1) over the interval [0, T0] if u satisfies the equation of the form:

u(t) = Tα(t)u0 +

∫ t

0

(t− s)α−1Tα,α(t− s)F (s, u)ds (4.2)

where, T (t) and Tα(t) are generated by the linear operator A.

Definition 4.4. The solution u ∈ U is classical solution of semi-linear fractional order evolution equation (4.1)
of α order Caputo fractional derivative with respect to t exists and continuous.

Theorem 4.5. The fractional order Caputo fractional evolution equation (4.1) has a unique mild solution over
the interval [0, T0] if following properties are satisfied.

(1) The families of operators Tα(t) and Tα,β(t) generated by the operator A(t) are continuous and bounded
over [0, T0]. That is, there exist positive constants M and Mα such that ||Tα(t)|| ≤ M and ||Tα,β(t)|| ≤
Mα for all t ∈ [0, T0].

(2) The nonlinear function F is continuous with respect to t and there exist r0 such that F Lipchitz continuous
with respect to u in Br0 = {u ∈ U ; ||u|| ≤ r0}. That is, there exist positive constant L such that
||F (t, u)− F (t, v)|| ≤ L||u− v|| for all t ∈ [0, T0] and u ∈ Br0 .

Proof. Define the operator F : U → U as:

Fu(t) = Tα(t)u0 +

∫ t

0

(t− s)α−1Tα,α(t− s)F (s, u)ds.

To show (4.1) has unique mild solution it is sufficient to show F (m) is contraction for some m ∈ N.
For any u, v ∈ Br0 and n ∈ N, we have

||F (n)u(t)−F (n)v(t)||

≤ MαL

∫ t

0

(t− s)α−1||F (n−1)u(s)−F (n−1)v(s)||ds

≤ M2
αL

2

∫ t

0

∫ s1

0

(t− s1)
α−1(s1 − s)α−1||F (n−2)u(s)−F (n−2)v(s)||dsds1

Continuing this process to get

||F (n)u(t)−F (n)v(t)||

≤ Mn
αL

α

∫ t

0

∫ s1

0

· · ·
∫ sn−1

0

(t− s1)
α−1(s1 − s)α−1 · · · (sn−1 − s)α−1||u(s)− v(s)||dsdsn−1 · · · ds1

≤ Mn
αL

n

∫ T0

0

∫ T0

0

· · ·
∫ T0

0

(T0 − s1)
α−1(T0 − s2)

α−1 · · · (T0 − s)alpha−1||u− v||dsdsn−1 · · · ds1

≤ Mn
αL

n

∫ T0

0

(T0 − s)n(α−1) (T0 − s)n

(n− 1)!
||u− v||ds

≤ (MαL)
nTnα

0

n!α
||u− v||

Therefore, for any fixed T0 and sufficiently large integer n say m the operator F (m) is contraction therefore by
generalized Banach fixed point theorem F has unique fixed point. Hence, (4.1) has unique mild solution given
by (4.2). ■
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Example 4.6. The operators Tα(t) and Tα,β(t) generated for the equation (3.4) are continuous and bounded.
Hence, there exist positive constants M and Mα such that ||Tα(t)|| ≤ M and ||Tα,β(t)|| ≤ Mα. Therefore,
the equation (3.3) has unique mild solution given by (3.4) since F is continuous with respect to t and Lipchitz
continuous with respect to u in a given Banach space over the interval [0, T0].

Remark 4.7. We have the following observations from the theorem-4.5.

(1) Conditions derived in the Theorem-4.5 are more liberal than previously derived conditions by the author
for the similar system.

(2) The conditions obtained in Theorem-4.5 are sufficient but not necessary.

Now we consider a system in which the initial time is taken t = t0 instead of t = 0. Thus the theorem-4.5
can be extended as follows:

Corollary 4.8. The fractional evolution equation

cDαu(t) = Au(t) + F (t, u(t)),

u(t0) = u0

(4.3)

has unique mild solution over interval [t0, T0] given by

u(t) = Tα(t− t0)u0 +

∫ t

t0

(t− s)α−1Tα,α(t− s)F (s, u)ds (4.4)

if following conditions are satisfied:

(1) The families of operators Tα(t) and Tα,β(t) generated by the operator A are continuous and bounded over
[t0, T0]. That is, there exist positive constants M and Mα such that ||Tα(t)|| ≤ M and ||Tα,β(t)|| ≤ Mα

for all t ∈ [t0, T0]

(2) The nonlinear function F is continuous with respect to t and Lipchitz continuous with respect to u. That is,
there exist positive constant L such that ||F (t, u)−F (t, v)|| ≤ L||u−v|| for all t ∈ [t0, T0] for u, v ∈ Br0 .

Condition for the classical solution of the system (4.1) is given by the following theorem:

Theorem 4.9. The mild solution of (4.1) is the classical solution if

(1) u0 ∈ D(A) (Domain of A)

(2) The generators Tα(t) and Tα,β(t) are continuously differentiable for all t > 0.

(3) The function F is differentiable with respect to t and continuous with respect to u.

Proof. Let u(t) be the mild solution of (4.1). Therefore u(t) satisfies the corresponding integral equation (4.2).
Assuming conditions (1),(2) and (3) of the hypothesis, the fractional Caputo derivative of u(t) in equation (4.2)
exists and is continuous. Moreover for all t ∈ [0, T0] the function u(t) ∈ D(A). Hence the mild solution u(t)

defined by (4.2) is classical solution of the equation (4.1). This completes the proof of the theorem. ■

Similarly one have the classical solution for the system (4.4).

Corollary 4.10. The mild solution given by (4.4) of (4.3) is the classical solution if

(1) u0 ∈ D(A) (Domain of A)

(2) The generators Tα(t) and Tα,β(t) are continuously differentiable for all t ∈ [t0, T0]
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(3) The function F is differentiable with respect to t and continuous with respect to u.

The following theorems gives the uniqueness of the classical solution of both the systems.

Theorem 4.11. Equation (4.1) has unique classical solution over the interval [0, T0] if

(1) u0 ∈ D(A) (Domain of A).

(2) The generators Tα(t) and Tα,β(t) of the linear operator A are continuously differentiable and bounded
over the interval [0, T0].

(3) The function F is differentiable with respect to t and Lipchitz continuous with respect to u in Br0 .

Proof. Using the condition (2) the generators are continuously differentiable and bounded over [0, T0] so, they are
continuous and bounded over [0, T0]. This means there exist positive constants M and Mα such that ||Tα(t)|| ≤
M and ||Tα,β(t)|| ≤ Mα and condition (3) the function F is continuous with respect t and Lipchitz continuous
with respect to u and applying theorem-4.5 the equation (4.1) and has unique mild solution given by (4.2).
Assuming (1), (2) and (3) this mild solution becomes classical solution of the equation (4.1). Since mild solution
is unique, the classical solution is also unique. ■

Corollary 4.12. Equation (4.3) has unique classical solution over the interval [t0, T0] if

(1) u0 ∈ D(A) (Domain of A).

(2) The generators Tα(t) and Tα,β(t) of the linear operator A are continuously differentiable and bounded
over the interval [t0, T0].

(3) The function F is differentiable with respect to t and Lipchitz continuous with respect to u in Br0 .

Example 4.13. Consider the fractional order equation

cDαw(t, x) + w
∂w

∂x
(t, x) +

∂2w

∂x2
(t, x) = f(t, w(t, x)) (4.5)

on the domain [0, T0] boundary conditions

w(t, 0) = w(t, 2π) = 0 (4.6)

with initial condition w(0, x) = w0. The domain of the operator Aw = −∂2w
∂x2 is D(A) =

{
z ∈ L2[0, 2π] :

z′′ continuous and satisfies boundary conditions
}

. Then the mild solution in the interval [0, T0] of the
equation (4.5) with conditions (4.6) is given by

w(t, x) = Tα(t)w0 +

∫ t

0

(t− s)α−1Tα,α(t− s)
{1
2

∂w2

∂x
+ f(s, w)

}
ds (4.7)

where,

Tα(t)z =

∞∑
n=1

Eα(−n2tα) < z, ϕn > ϕn

and

Tα,β(t)z =

∞∑
n=1

Eα,β(−n2tα) < z, ϕn > ϕn

are the generators of the linear operator A. ϕn(x) are orthogonal Fourier basis functions in L2[0, 2π].
We have following observation:
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(1) The generators Tα(t) and Tα,β(t) are defined in equation (4.7) are continuously differentiable with respect
to t. Therefore there exists positive constants M and Mα such that ||Tα(t)|| ≤ M and ||Tα,β(t)|| ≤ Mα

respectively.

(2) The first non linear term in (4.5) 1
2
∂w2

∂x is composition of two continuous operators Pw = 1
2
∂w
∂x and

Qw = w2 which are continuous with respect to t and Lipchitz continuous with respect to w in finite closed
ball Br0 as the operator P is linear and the partial derivative of Q with respect to w exist for every w.
Moreover P and Q are differentiable with respect to arguments t and w.

Therefore equation (4.5) has unique mild solution given by (4.7) if the second term f(t, w) is continous with
respect to t and Lipchitz continous with respect to w The mild solution (4.7) is unique classical solution of (4.5)
if f(t, w) is differentiable and w0 ∈ D(A).

5. Mild and classical solutions with impulses

In this section we are going to derive set of sufficient conditions for the existence and uniqueness of classical
as well mild solution of impulsive fractional evolution equation (1.1). We are also deriving the conditions in
which the classical and mild solutions are coincides.

Definition 5.1. Classical Solution[20]
A solution u(t) is a classical solution of the equation (1.1) for 0 < α < 1 if u(t) ∈ PC([0, T0],U) ∩ Cα(J ′,U)
where, J ′ = [0, T0] − {t1, t2, · · · , tp} and Cα(J ′,U) =

{
u : J ′ → U :c Dαu(t) exist and continuous at each

t ∈ J ′}, u(t) ∈ D(A) (Domain of A) for t ∈ J ′ and satisfies (1.1) on [0, T0].

Definition 5.2. Mild Solution
A function u(t) ∈ PC([0, T0],U) is a mild solution of the equation (1.1) if it satisfies

u(t) =


Tα(t− ti)

(∏1
k=i Tα(tk − tk−1)

)
u0 + Tα(t− ti)

∑i
j=1

(∏2
k=j Tα(tk − tk−1

)∫ tj
tj−1

(tj − s)α−1Tα,α(tj − s)F (s, u(s))ds+
∫ t

ti
(t− s)α−1Tα,α(t− s)F (s, u(s))ds

+Tα(t− ti)
∑i

j=1

(∏3
k=i Tα(tk − tk−1)

)
Iku(tk)

(5.1)

for each t ∈ [ti, ti+1).

Here, the families of operators T (t) and Tα(t) are generated by the linear operator A.

Theorem 5.3. The fractional order semi-linear impulsive evolution equation (1.1) has unique mild solution over
the interval [0, T0] if following properties are satisfied.

(1) The families of operators Tα(t) and Tα,β(t) generated by the operator A are continuous and bounded over
[0, T0]. That is there exist positive constants M and Mα such that ||Tα(t)|| ≤ M and ||Tα,β(t)|| ≤ Mα

for all t ∈ [0, T0].

(2) The nonlinear function F is continuous with respect to t and Lipchitz continuous with respect to u in Br0 .
That is there exist positive constant L such that ||F (t, u) − F (t, v)|| ≤ L||u − v|| for all t ∈ [0, T0] and
u, v ∈ Br0 .

(3) Impulses Ik at t = tk for k = 1, 2, · · · , k are continuous and bounded.

Proof. Over the interval [0, t1] the equation (1.1) becomes,

cDαu(t) = Au(t) + F (t, u(t)),

u(t0) = u0

(5.2)
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Assuming conditions (1) and (2) of the hypotheses and using theorem-4.5 the equation (5.2) has unique mild
solution over the interval [0, t1) given by

u(t) = Tα(t− t0)u0 +

∫ t

t0

(t− s)α−1Tα,α(t− s)F (s, u)ds. (5.3)

At t = t1 the mild solution u(t−1 ) becomes:

u(t−1 ) = Tα(t1 − t0)u0 +

∫ t1

t0

(t1 − s)α−1Tα,α(t1 − s)F (s, u)ds.

Over the interval [t1, t2) the equation (1.1) becomes:

cDαu(t) = Au(t) + F (t, u(t)),

u(t+1 ) = u1 = u(t−1 ) + I1u(t1)
(5.4)

Here, impulse operator I1 is continuous and bounded. Assuming conditions (1) and (2) and applying corollary
4.8, the equation (5.4) has unique mild solution over the interval [t1, t2) given by

u(t) = Tα(t− t1)u1 +

∫ t

t1

(t− s)α−1Tα,α(t− s)F (s, u)ds. (5.5)

Continuing in this way the equation (1.1) over the interval [ti, ti+1) becomes

cDαu(t) = Au(t) + F (t, u(t)),

u(t+i ) = ui = u(t−i ) + Iiu(ti).
(5.6)

Assuming condition (1) and (2) of the hypotheses and applying corollary-4.8 the equation (5.6) has unique mild
solution over the interval [ti, ti+1) given by

u(t) = Tα(t− ti)ui +

∫ t

ti

(t− s)α−1Tα,α(t− s)F (s, u)ds. (5.7)

Finally over the interval [tp, T0] the equation (1.1) becomes:

cDαu(t) = Au(t) + F (t, u(t)),

u(t+p ) = u1 = u(t−p ) + Ipu(tp).
(5.8)

Assuming condition (1) and (2) of the hypotheses and applying corollary-4.8 the equation (5.8) has unique mild
solution over the interval [tp, T0] given by

u(t) = Tα(t− tp)up +

∫ t

tp

(t− s)α−1Tα,α(t− s)F (s, u)ds. (5.9)

Therefore for any t ∈ [ti, ti+1) for i = 1, 2, · · · , p the equation (1.1) has unique mild solution given by

u(t) = Tα(t− ti)ui +

∫ t

ti

(t− s)α−1Tα,α(t− s)F (s, u)ds

= Tα(t− ti)[u(t
−
i ) + Iiu(ti)] +

∫ t

ti

(t− s)α−1Tα,α(t− s)F (s, u)ds
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Substituting the values of uk’s for k = 1, 2, · · · , i we obtained,

u(t) = Tα(t− ti)
( 1∏
k=i

Tα(tk − tk−1)
)
u0 + Tα(t− ti)

i∑
j=1

( 2∏
k=j

Tα(tk − tk−1

)
∫ tj

tj−1

(tj − s)α−1Tα,α(tj − s)F (s, u(s))ds

+

∫ t

ti

(t− s)α−1Tα,α(t− s)F (s, u(s))ds+ Tα(t− ti)

i∑
j=1

( 3∏
k=i

Tα(tk − tk−1)
)
Iku(tk).

We complete the proof by showing u(t) ∈ PC([0, T0],U) for all t ∈ [0, T0].
If t ∈ [0, T0] for all j = 1, 2, · · · , p then t ∈ [ti, ti+1) for atleast one i. Assuming conditions (1), (2) and (3)
we get the continuity of u at t ̸= ti and left continuous at t = ti and right limit exist at t = ti. Therefore
u(t) ∈ PC([0, T0],U). Hence, equation (1.1) has unique mild solution in PC([0, T0],U). ■

Theorem 5.4. The mild solution (5.1) of (1.1) is the classical solution if
(1) The generators Tα(t) and Tα,β(t) are continuously differentiable for all t > 0.
(2) The function F is diffrentiable with respect to t and continuous with respect to u.
(3) Impulses Ik at t = tk are for k = 1, 2, · · · , k differentiable and bounded.
(4) u0 and Iku(tk) are in D(A) (Domain of A).

Proof. Over the interval [0, t1) the equation (1.1) becomes (5.2) which is evolution equation without impulses.
Applying theorem-4.9 the mild solution (5.3) becomes classical solution of (1.1) over the interval [0, t1) by
assuming the conditions (1), (2) and (4).
In the interval [t1, t2) the equation (1.1) becomes (5.3) and I1 is differentiable and bounded with I1u(t1) ∈ D(A)

therefore, u1 ∈ D(A). Again assuming the conditions (1), (2) and (4) and using corollary- 4.10 the mild solution
(5.5) becomes a classical solution of (1.1) over the interval [t1, t2).
Continuing in same manner the mild solution (5.7) of equation (1.1) over the interval [ti, ti+1) becomes classical
solution of (1.1).
Finally, the mild solution (5.9) of the equation (1.1) becomes classical solution of equation (1.1) over the interval
[tp, T0] proceeding in similar manner.
Hence the mild solution (5.1) of equation (1.1) becomes classical solution of (1.1) over the whole interval [0, T0].
This completes the proof. ■

Now we discuss the uniqueness of classical solution of impulsive evolution equation (1.1).

Theorem 5.5. Classical solution of (1.1) is unique if

(1) The generators Tα(t) and Tα,β(t) are continuously differentiable for all t > 0.

(2) The function F is differentiable with respect to t and Lipschitz continuous with respect to u on Br0 .

(3) Impulses Ik at t = tk are for k = 1, 2, · · · , k differentiable and bounded.

(4) u0 and Iku(tk) are in D(A) (Domain of A).

Proof. Under the assumption (1), (2), (3) and (4) the mild solution (5.1) of equation (1.1) becomes a classical
solution. Lipchitz continuity of F with respect to u leads to uniqueness of mild solution. Since mild solution of
(1.1) is unique therefore classical solution of (1.1) is unique. ■
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Example 5.6. Consider the semi-linear fractional order impulsive heat equation

cDα
t u(t, x) =

∂2u(t, x)

∂x2
+ u

∂u

∂x
(t, x), t ̸= t1, t2 · · · , tp

u(t, 0) = u(t, π) = 0

u(0, t) = u0 = x(π − x)

∆u(tk) = Ik(tk) = aku(t
−
k ), t = tk, (ak’s are constants) k = 1, 2, · · · , p

(5.10)

over the interval [0, T0]. Here tk’s are time points where impulses are applied.
We have following observations:

(1) The operator A = ∂2

∂x2 over the domain D(A) =
{
z : [0, π] → R : z′′ exists and z(0) = z(π) = 0

}
generates the continuously differentiable and bounded families of operators Tα(t) and Tα,β(t) defined by

T (t)z =

∞∑
n=1

Eα(−n2tα) < z, ϕn > ϕn

and

Tα,β(t)z =

∞∑
n=1

Eα,β(−n2tα) < z, ϕn > ϕn

respectively.

(2) The nonlinear function F (t, u) = u∂u
∂x = ∂

∂xu
2 is differentiable with respect to t and Lipchitz continuous

with respect to u on Br0 .

(3) Impulses Iku(tk) = aku(t
−
k ) are differentiable such that Iku(tk) ∈ D(A).

(4) u0 ∈ D(A).

Therefore by Theorem 5.3, 5.4 and 5.5 the equation (5.10) has unique mild solution given by

u(t) = Tα(t− ti)
( 1∏
k=i

Tα(tk − tk−1)
)
u0

+ Tα(t− ti)

i∑
j=1

( 2∏
k=j

Tα(tk − tk−1

) ∫ tj

tj−1

(tj − s)α−1Tα,α(tj − s)
∂

∂x
u2ds

+

∫ t

ti

(t− s)α−1Tα,α(t− s)
∂

∂x
u2ds+ Tα(t− ti)

i∑
j=1

( 3∏
k=i

Tα(tk − tk−1)
)
aku(tk)

(5.11)

for all t ∈ [0, T0]. Moreover this mild solution (5.11) becomes classical solution of (5.10). Since mild solution is
unique therefore classical solution is unique.

6. Conclusion

The fractional semi-linear evolution equation over general Banach space without and with impulses has a set
of mild and classical solutions, which are deduced in this article. We developed the novel notion of generators
and derived the adequate requirements—which are more lax criteria and apply to a broader class of fractional
evolution equations using the generalised Banach fixed point theorem.
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1. Introduction

During the last three decades, Fractional Calculus has become a significant research topic in mathematics
on account of its wide range of applications in solving real world problems. These applications are found in
different fields of studies including science, finance, mathematical biology, engineering and social sciences.
Nonlocality nature of fractional order derivatives has become great tool for modeling complex phenomena for
which the structures have inherent non-local properties. Examples of the applications are seen specifically
in anomalous transport, and anomalous diffusion, biological modeling including pattern formation and cancer
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treatment, financial modeling including chaos and long memory, dynamical system control theory, random walk,
viscoelasticity, and nanotechnology, see [5, 6, 8–10, 19, 21, 22]. Despite many advantages of using fractional
order derivatives in modeling, rigorous theoretical results on existence and uniqueness of solutions including
stability are needed to drive any meaningful analysis on the subject. This is our profound concern here.

In 2018, da C. Sousa and Olivera [11] presented for the first time, the concept of κ-Hilfer fractional
derivative. This has influenced several papers recently. Our work here is based on the so-called κ-Hilfer
fractional operator. The new definition is a generalization of several well-known and well-studied fractional
derivatives in the literature. However, several theoretical results are lacking. Our focus in this paper is to provide
some important and useful results needed to advance research on generalized fractional calculus. The main
motivation of this work is based on the work done by N’Guérékata in 2009 [12], in which he proved the
existence and uniqueness of mild solutions to the fractional differential equation involving nonlocal conditions:

Dαu(t) = f(t, u(t)), t ∈ I := [0, T ]

u(0) + g(u) = u0.

Here Dα represents the Caputo fractional derivative of order 0 < α < 1, f : I ×X → E is a given function with
some sufficient conditions to be specified below. Furthermore, X is a (complex) Banach space with norm ∥ · ∥,
and I := [0, T ], T > 0. The nonlocal condition is defined as

g(u) =

n∑
i=1

ciu(ti)

where ci, i = 1, 2, ..., n are some given constants and 0 < t1 < t2 < ... < tn ≤ T a partition of I . Let’s recall
that the concept of ”nonlocal conditions” were first introduced by K. Deng in his pioneer paper [7]. In his work,
he demonstrated that using the nonlocal condition u(0) + g(u) = u0 to describe for example the diffusion
phenomenon of a small amount of gas in a transparent tube can provide a more efficient insight than if one
consider the classical Cauchy problem u(0) = u0. We observe also that since Deng’s paper, such problems have
attracted numerous researchers: see [4, 6, 17] and many references therein.

Recently, F. Norouzi and G. M. N’Guérékata [24] studied some existence and uniqueness results of mild
solutions to the κ- Hilfer semilinear neutral fractional differential equations in a general Banach space X

involving an infinite delay
[u(t)− h(t, ut)] = B u(t) + g(t, u(t), ut), t ∈ [0, T ], T > 0

u(t) = ψ(t), t ∈ (−∞, 0]

(1.1)

using some classical fixed point theorems. The history function ψ(t) taking values in an abstract space, and the
linear operator B generates a semigroup of linear operators (S(t)t≥0 which are uniformly bounded on X .

The present work is motivated by the papers mentioned above. Basically we will focus on the qualitative
results (existence and stability) of mild solutions to the nonlinear abstract Cauchy problem involving nonlocal
condition {

HDα,β;κ
0+ u(t) = f(t, u(t)), t ∈ I

I1−σ;κ
0+ u(0) = u0 − g(u),

(1.2)

Here HDα,β;κ represents the κ-Hilfer operator, I1−σ;κ is the left sided κ−Riemann-Liouville fractional integral
operator, α and β are the order and the type of the derivative respectively, and σ = α + β (1− α) . The results
are new even in the case of a finite dimensional space as mentioned below.
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Etefa, N’Guérékata, Ngnepieba, and Iyiola

2. Preliminaries

Useful results involving fractional operators and their definitions are presented in this Section. We denote
by C := C([a, b], E) the usual Banach space of all continuous functions from [a, b] to E a (complex) Banach
space equipped with the topology of the uniform convergence induced by the norm ∥x∥C . = supt∈[a,b] ∥x(t)∥
Furthermore, we assume that κ ∈ C1(I,R) is a monotonically increasing function and κ′(x) > 0.

Definition 2.1. [11] Let (a, b) be an interval such that −∞ ≤ a < b ≤ ∞. We assume that κ(x) is a positive
and monotonically increasing function defined on (a, b] where κ′(x) is continuous on (a, b). Then the fractional
integral (left-sided) of a function w defined on on [a, b] with respect to a function κ is given as

Iα;κa+ w(t) =
1

Γ(α)

∫ t

a+

κ′(s)(κ(t)− κ(s))α−1w(s)ds.

Definition 2.2. [11] Let α > 0, n ∈ N, (a, b) be an interval such that −∞ ≤ a < b ≤ ∞ and let κ′(x) ̸= 0.
The Riemann-Liouville (left-sided) fractional derivative of a function w of order α with respect to a function κ is
defined by

Dα;κ
a+ w(t) =

(
1

κ′(t)

d

dt

)
In−α;κw(t)

=
1

Γ(n− α)

(
1

κ′(t)

d

dt

)n ∫ t

a

κ′(s)(κ(t)− κ(s))n−α−1w(s)ds.

Definition 2.3. [11] Let n − 1 < α < n with n + 1, 2, ..., I = [a, b] is the interval such that −∞ ≤ a < b ≤
∞), w, κ ∈ Cn(I,R) two functions such that κ is increasing and κ′(t) ̸= 0, for all t ∈ I. The left sided and right
sided κ−Hilfer fractional derivativeDα,β;κ

a+ (·) of function of order α and type 0 ≤ β ≤ 1 are defined respectively
by

HDα,β;κ
a+ w(t) = I

β(n−α);κ
a+

(
1

κ′(t)

d

dt

)n

I
(1−β)(n−α);κ
a+ w(t),

and
HDα,β;κ

b− w(t) = I
β(n−α);κ
b−

(
− 1

κ′(t)

d

dt

)n

I
(1−β)(n−α);κ
b− w(t).

Theorem 2.4. [11] If 0 ≤ β ≤ 1, n− 1 < α < 1 such that γ = α+ β(n− α) and w ∈ Cn(I), then

Iα;κa+
HDα,β;κ

a+ w(t) = w(t)−
n∑

k=1

(κ(x)− κ(a))γ−k

Γ(γ − k + 1)
w[n−k]

κ I
(1−β)(n−α);κ
a+ w(a),

and

Iα;κb−
HDα,β;κ

b− w(t) = w(t)−
n∑

k=1

(−1)k(κ(b)− κ(x))γ−k

Γ(γ − k + 1)
w[n−k]

κ I
(1−β)(n−α);κ
b− w(a).

Theorem 2.5. [11] Let w ∈ C1[a, b], α > 0, and 0 ≤ β ≤ 1, then

HDα,β;κ
a+ Iα;κa+ w(t) = w(t) and HDα,β;κ

b− Iα;κb− w(t) = w(t).

3. Main Results

Let’s now discuss our main results. From now on I will be the finite interval [0, T ]. Firstly, we indicate the
following assumptions which are needed in the proofs of results.
(H1): f : R× I → E is a Caratheodory function, meaning for every u ∈ E, f(t, u) is strongly measurable with
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respect to first variable and for every t ∈ I, f(t, u) is continuous with respect to the second variable
(H2): ∥f(t, u)− f(t, v)∥ ≤ Lf∥u− v∥,∀t ∈ R,∀u, v ∈ E, γ > 0.

(H3): g : C → E is continuous and

∥g(u)− g(v)∥ ≤ b∥u− v∥,∀u, v ∈ C, b > 0.

(H2’): There exists a function µ ∈ L1(I) such that

∥f(t, u)− f(t, v)∥ ≤ µ(t)∥u− v∥,∀t ∈ I, for allu, v ∈ E.

For 0 < α < 1 and 0 ≤ β ≤ 1, the nonlinear system (1.1) is then equivalent to the integral equation

u(t) =
(κ(t)− κ(0))σ−1

Γ(σ)
(u0 − g(u)) +

1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1f(s, u(s))ds, (3.1)

for each t ∈ I .

Proof. We do not recall the proof since it is straightforward from [11, 15]. ■

Definition 3.1. A continuous function x : I → E is said to be a mild solution of Equations (1.1) if it can be
written as

u(t) =
(κ(t)− κ(0))σ−1

Γ(σ)
(u0 − g(u)) +

1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1f(s, x(s))ds, t ∈ I.

We now present our results.

Theorem 3.2. Assume that assumptions (H1-H3) hold with

b <
1

2
,

(κ(t)− κ(0))σ−1

Γ(σ)
≤ 1, ∀t ∈ I, and γ <

Γ(α+ 1)

2κ(T )α
,

then there exists a unique mild solution to (1.1).

Proof. Consider the operator Ω : C → C defined by

(Ωu)(t) :=
(κ(t)− κ(0))σ−1

Γ(σ)
(u0 − g(u)) +

1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1f(s, u(s))ds.

It is obvious that this operator Ω is well-defined. From assumptions (H1-H3) we can define

M := sup
t∈I

||f(t, 0)|| and P := sup
x∈C

||g(u)||

and choose

r ≥
(
P + ∥u0∥+

Mκ(T )α

Γ(α+ 1)

)
.

For Br := {x ∈ C : ||u0|| ≤ r}, we can show that FBr ⊂ Br. Then if

∆σ
κ(t, 0) =

(κ(t)− κ(0))σ−1

Γ(σ)
,

we obtain the following estimate for u ∈ Br

∥Ωu(t)∥ ≤ ∥∆σ
κ(t, 0)u0∥+ ∥∆σ

κ(t, 0)g(u)∥+
1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, u(s))∥ds
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≤ ∥u0∥+ P +
1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1(∥f(s, u(s))− f(s, 0)∥+ ∥f(s, 0)∥)ds

≤ ∥u0∥+ P +
Lr +M

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1ds

= ∥u0∥+ P +

(
Lr +M

Γ(α)

)
(κ(t)− κ(0))α

α

≤ ∥u0∥+ P +

(
Lr +M

Γ(α+ 1)

)
κ(T )α

≤ r,

with suitable choices of Lf and r.
Let u, v ∈ C. Furthermore we have

∥(Ωu)(t)− (Ωv)(t)∥ ≤ ∥g(u)− g(v)∥

+
1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, u(s))− f(s, v(s)∥ds

≤ b∥u− v∥C +
1

Γ(α)
L∥u− v∥C

(κ(t)− κ(0))α

α

≤ b∥u− v∥C +
Lfκ(T )

α

Γ(α+ 1)
∥u− v∥C

=

(
b+

Lfκ(T )
α

Γ(α+ 1)

)
∥u− v∥C

≤ Φ∥u− v∥C ,

where

Φ = Φb,Lf ,T,α :=

(
b+

Lfκ(T )
α

Γ(α+ 1)

)
Since 0 < Φ < 1 and ∥Ωu− Ωv∥C ≤ Φ∥u− v∥C , Ω turns out to be a contractive mapping. We deduce that

Ω has a unique fixed point, which is the mild solution of the Cauchy problem. The problem is solved. ■

Remark 3.1. This result generalizes Theorem 2.1 in [12] in the case where E = Rn and κ(t) = t.

Let’s now consider the local problem associated to Equation (1.1), that is g is identically zero on J .

Theorem 3.3. Let’s suppose that ((H1)-(H2)) hold and

κ′(s)(κ(t)− κ(s))α−1 ≤ 1.

Then there exists a unique mild solution to Equation (1.1).

Proof. Consider the operator Ω as in Theorem 3.2. Then we have

∥(Ωu)(t)− (Ωv)(t)∥ ≤ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, u(s))− f(s, v(s))∥ds

≤ ∥u− v∥C
Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1µ(s)ds.

Also we have

∥(Ωu)2(t)− (Ωv)2(t)∥ ≤ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, Fu(s))− f(s, Fv(s))∥ds
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≤ ∥u− v∥C
2Γ(α)2

∫ t

0

κ′(s)(κ(t)− κ(s))α−1µ(s)

∫ s

0

µ(σ)dσds

≤ ∥u− v∥C
2Γ(α)2

∥µ∥2L1(I).

We obtain inductively

∥(Ωu)n(t)− (Ωv)n(t)∥ ≤ ∥u− v∥C
n!(Γ(α)n

∥µ∥nL1(I).

If n is large enough then we can get
∥µ∥nL1(I)

n!Γ(α)n
< 1

By a generalization of the Banach fixed point theorem, Equation (3.2) has a unique mild solution. ■

Remark 3.2. This result is new even in the case of finite dimensional space for the fractional derivatives in the
sense of Caputo or Riemann-Liouville..

Theorem 3.4. (Krasnoselskii). Let X be a closed convex and nonempty subset of a Banach space E. Let A1, A2

be two mappings such that

(a) A1u+A2v ∈ X for every u, v ∈ E;

(b) A1 is a compact and continuous;

(c) A2 is a contraction.

We further include the following assumption for the result that follows.

(H4): ∥f(t, u)∥ ≤ µ(t),∀(t, u) ∈ I × E, µ ∈ L1(I,R+).

Theorem 3.5. Suppose assumptions (H1), (H3), and (H4). Let b < 1. Then Equation (1.1) has at least one mild
solution on I

Proof. Let’s take r such that

r ≥ ∥u0∥+ P +
κ(T )α∥µ∥L1

Γ(α+ 1)
.

Then we define on Br the operators A1, A2 by

(A1u)(t) =
1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1f(s, u(s))ds (3.2)

and

(A2u)(t) =
(κ(t)− κ(0))σ−1

Γ(σ)
(u0 − g(u)). (3.3)

Let’s prove that if u, v ∈ Br implies A1u+A2v ∈ Br.

Indeed we have

∥A1u+A2v∥ ≤ ∥∆σ
κ(t, 0)(u0 − g(u))∥+ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, u(s))∥ds

≤ ∥u0∥+ P +
1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1µ(s)ds
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≤ ∥u0∥+ P +
∥µ∥L1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1ds

= ∥u0∥+ P +
∥µ∥L1

Γ(α)

(
(κ(t)− κ(0))α

α

)
≤ ∥u0∥+ P +

κ(T )α∥µ∥L1

Γ(α+ 1)

≤ r.

In view of (H3), B is a contraction mapping since b < 1. Continuity of u implies that (A1u)(t) is continuous
based on of (H1).

Let’s observe that A1 is uniformly bounded on Br. This is because of the inequality

∥(A1u)(t)∥ ≤ κ(T )α∥µ∥L1

Γ(α+ 1)
.

In addition, we proceed to show that (A1u)(t) is equicontinuous.

Let t1 ∈ I, , t2 ∈ I and u ∈ Br. Since u is bounded on the compact set I × Br, then sup
(t,u)∈J×Br

∥f(t, u)∥ :=

K <∞, we get

∥A1u(t1)−A1u(t2)∥ =
1

Γ(α)

∥∥∥∥∫ t1

0

κ′(s)(κ(t1)− κ(s))α−1 + f(s, u(s))ds

− 1

Γ(α)

∫ t2

0

κ′(s)(κ(t2)− κ(s))α−1f(s, u(s))ds

∥∥∥∥
=

1

Γ(α)

∥∥∥∥∫ t1

t2

κ′(s)(κ(t1)− κ(s))α−1f(s, u(s))ds

− 1

Γ(α)

∫ t2

0

κ′(s)(κ(t2)− κ(s))α−1f(s, u(s))ds

∥∥∥∥
≤ 1

Γ(α)

∥∥∥∥∫ t1

t2

κ′(s)(κ(t1)− κ(s))α−1f(s, u(s))ds

∥∥∥∥
+

1

Γ(α)

(∥∥∥∥∫ t2

0

[κ′(s)(κ(t2)− κ(s))α−1 − κ′(s)(κ(t1)− κ(s))α−1]f(s, u(s))ds

∥∥∥∥)
≤ K

Γ(α)

∥∥∥∥ (κ(t1)− κ(t2))
α

α
− (κ(t2)− κ(0))α

α
+

(κ(t1)− κ(0))α

α

∥∥∥∥
≤ K

Γ(α+ 1)
∥(κ(t1)− κ(t2))

α − (κ(t2)− κ(0))α + (κ(t1)− κ(0))α∥

which is independent of x and |A1u(t1) − A1u(t2)| → 0 as t2 → t1. Therefore, A1u(t) is equi-continuous.
Using Arzela-Ascoli’s theorem, A1(Br) is a relatively compact subset of C, which implies that operator A1 is
compact. We conclude the proof using Krasnoselskii’s theorem. ■

4. Extension Results

For our next results, we make the following assumptions.
(H5): For every u ∈ E, there exists cf > 0, such that

∥f(t, u)∥ ≤ cf (1 + ∥u∥)
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and for every u ∈ C(I, E), there exists a cg ∈ (0, 1) such that

∥g(u)∥ ≤ cg(1 + ∥u∥C),

(H6): For every t ∈ I , the set

Ω = {κ′(s)(κ(t)− κ(s))α−1f(s, u(s)) : u ∈ C(J,E), 0 ≤ s ≤ t}

is relatively compact.

Theorem 4.1. [15] Let u, v be two integrable functions and g continuous, with domain [a, b]. Let κ ∈ C1(I) be
an increasing function such that κ′(t) ̸= 0,∀t ∈ I. Assume that
(1) u, v are nonnegative;
(2) g is nonnegative and nondecreasing.
If

u(t) ≤ v(t) + g(t)

∫ t

a

κ′(s)(κ(t)− κ(s))α−1u(τ)dτ,

then

u(t) ≤ v(t) +

∫ t

a

∞∑
k=1

[g(t)Γ(α)]k

Γ(αk)
κ′(τ)(κ(t)− κ(τ))αk−1v(τ)dτ.

Corollary 4.1. [15] Let v be a nondecreasing function on [a, b]. Under the hypothesis of the above theorem, we
have

u(t) ≤ v(t)Eα(g(t)Γ(α)[κ(t)− κ(τ)]α), ∀t ∈ [a, b].

Lemma 4.2. For our next result, we first prove that there exists ξ > 0 such that ∥u(t)∥ ≤ ξ, ∀t ∈ I.

Proof. Using the assumptions of Theorem 3.2 and hypothesis (H5), one derives the estimate

∥u(t)∥ ≤ ∥u0 − g(u)∥+ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, x(s))∥ds, t ∈ I.

≤ ∥u0 − g(u)∥+ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1cf (1 + ∥u(s)∥)ds

≤ ∥u0∥+ cg + cg∥u∥C +
cf

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1ds

+
cf

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥u(s)∥ds.

Hence, we have

(1− cg)∥u∥C ≤ ∥u0∥+ cg +
cf

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1ds

+
cf

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥u(s)∥ds.

Therefore,

∥u(t)∥ ≤ Γ(α+ 1)(∥u0∥+ cg) + cfκ(T )
α

(1− cg)Γ(α+ 1)
+

cf
(1− cg)Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥u(s)∥ds.

Using Theorem 4.2 and Corollary 4.3, we get

∥u(t)∥ ≤ Γ(α+ 1)(∥u0∥+ cg) + cfκ(T )
α

(1− cg)Γ(α+ 1)

∞∑
n=0

(
cfΓ(α)κ(T )α

(1−cg)Γ(α)

)n

Γ(nα+ 1)
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Etefa, N’Guérékata, Ngnepieba, and Iyiola

≤ Γ(α+ 1)(∥u0∥+ cg) + cfκ(T )
α

(1− cg)Γ(α+ 1)

∞∑
n=0

(cfκ(T )
α)n

(1− cg)nΓ(nα+ 1)

Since
∞∑

n=0

(cfκ(T )
α)n

(1− cg)nΓ(nα+ 1)
is the Mittag-Leffler function, it suffices that

∥u(t)∥ < ξ ■

Theorem 4.2. Suppose (H1), (H5), (H6) hold and let

cg +
cfκ(T )

α

Γ(α+ 1)
< 1.

Then the system has at least one mild solution.

Proof. The proof is given in the following steps:
Let (3) and (4) be defined on Cξ := {u ∈ C(I, E) : ∥u(t)∥ ≤ ξ, t ∈ I}.
Step 1: We first show that Au + Bv ∈ Cξ for every u, v ∈ Cξ. Using Equations (3)-(4), we have the following
estimate

∥(Au)(t) + (Bv)(t)∥ ≤ ∥u0∥+ ∥g(v)∥+ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, u(s))∥ds

≤ ∥u0∥+ cg(1 + ∥v∥C) +
1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1cf (1 + ∥u(s)∥)ds

≤ ∥u0∥+ cg(1 + ξ) +
cf (1 + ξ)

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1ds

≤ ∥u0∥+ cg(1 + ξ) +
cf (1 + ξ)κ(T )α

Γ(α+ 1)

≤ ξ.

which implies that Au+Bv ∈ Cξ.

Step 2: B is a contractive operator on Cξ.

Indeed if we take any v1, v2 ∈ Cξ, then we have

∥Bv1 −Bv2∥C = ∥g(v1)− g(v2)∥ ≤ Lg∥v1 − v2∥C .

Therefore B is a contraction mapping.
Step 3: A is a continuous mapping.
Using (H1), if {un} is a sequence in Cξ so that un → u in Cξ, then,

f(s, un(s)) → f(s, u(s)) as n→ ∞.

For t ∈ I ,we have

∥(Aun)(t)− (Au)(t)∥ ≤ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, un(s)), f(s, u(s))∥ds

Using (H7), for t ∈ I ,

∥f(s, un(s))− f(s, u(s))∥ ≤ Lf (ξ)∥un(s)− u(s)∥ ≤ 2ξLf (ξ).

Also, using the fact that s → 2ξLf (ξ)κ
′(s)(κ(t)− κ(s))α−1 is integrable, Lebesgue’s Dominated Convergence

Theorem gives that ∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, un(s)), f(s, u(s))∥ds→ 0.
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As n→ ∞, Aun → Au. Thus, A is continuous.
Step 4: A is a compact mapping.
If {un} is a sequence on Cξ, then

∥(Aun)(t)∥ ≤ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1∥f(s, un(s))∥ds

≤ 1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1cf (1 + ∥un(s)∥)ds

≤ (1 + ξ)κ(T )αcf
Γ(α+ 1)

.

Therefore, {un} is uniformly bounded.
Next, we prove the equicontinuity of {Aun}. Let 0 ≤ t1 ≤ t2 ≤ T. Then

∥(Aun)(t1)− (Aun)(t2)∥

≤ 1

Γ(α)

∫ t1

0

κ′(s)(κ(t1)− κ(s))α−1 − κ′(s)(κ(t2)− κ(s))α−1∥f(s, un(s))∥ds

+
1

Γ(α)

∫ t2

t1

κ′(s)(κ(t2)− κ(s))α−1∥f(s, un(s))∥ds

≤ cf
Γ(α)

∫ t1

0

κ′(s)(κ(t1)− κ(s))α−1 − κ′(s)(κ(t2)− κ(s))α−1(1 + ∥un(s)∥)ds

+
cf

Γ(α)

∫ t2

t1

κ′(s)(κ(t2)− κ(s))α−1(1 + ∥un(s)∥)ds

≤ cf (1 + ξ)

Γ(α+ 1)
((κ(t1)− κ(t0))

α − (κ(t2)− κ(0))α + 2(κ(t2)− κ(t1))
α)

≤ cf (1 + ξ)

Γ(α+ 1)
(κ(t2)− κ(t1))

α.

As t2 → t1, (κ(t2)− κ(t1))
α → 0, and thus {Aun} is equicontinuous. In view of (H6) and theorem 3.4, convK

is a compact set. For every t∗ ∈ I ,

(Aun)(t
∗) =

1

Γ(α)

∫ t

0

κ′(s)(κ(t∗)− κ(s))α−1f(s, un(s))ds

=
1

Γ(α)
lim
t→∞

t∗

k

[
κ′

(
it∗

k

)(
κ(t∗)− κ

(
it∗

k

))α−1

f

(
it∗

k
, un

(
it∗

k

))]

=
t∗

k
ηn,

where

ηn = lim
t→∞

1

k

[
κ′

(
it∗

k

)(
κ(t∗)− κ

(
it∗

k

))α−1

f

(
it∗

k
, un

(
it∗

k

))]
.

Since convK is convex and compact, ηn ∈ convK. Hence for every t∗ ∈ I, the set {Aun} is relatively compact.
From Ascoli-Arzela theorem, every {Aun(t)} contains a uniformly convergent subsequence {Aunk

(t)}(k =

1, 2, ...) on I. Thus, the set {Au : u ∈ Cξ} is relatively compact. Therefore A is a completely continuous
mapping. Using Krasnoselskii’s Theorem, we conclude that A + B possesses a fixed point on Cξ which is the
mild solution to the system (1.1). The proof is complete. ■
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5. Stability Result

In this last section, we establish the stability of (1.1) with regard to Ulam-Hyers stability. We first define the
following mapping Λ : C(I, E) → C(I, E) as follows:

Λv(t) =H Dα,β;κ
0+ v(t)− f(t, v(t)), t ∈ I.

Let ϵ > 0 be given and v(t) ∈ C(I, E) satisfy

v(t) =
(κ(t)− κ(0))σ−1

Γ(σ)
(v0 − g(v)) +

1

Γ(α)

∫ t

0

κ′(s)(κ(t)− κ(s))α−1f(s, v(s))ds, t ∈ J.

Definition 5.1. [14] Problem (1) is said to be Ulam-Hyers stable (or stable in the sense of Ulam-Hyers) if for
every ϵ > 0

∥Λy∥ ≤ ϵ,

and for every mild solution y of (1.1),there exists ρ > 0 and a mild solution u ∈ C(I, E) to (1.1) such that

∥u(t)− v(t)∥ ≤ ρϵ∗,

where ϵ∗ > 0 and depends on ϵ.

Definition 5.2. [13] Let m ∈ C(R+, R+) so that for every mild solution y of (1.1), there exists a mild solution
x ∈ C(I, E) of problem (1.1) such that

∥u(t)− v(t)∥ ≤ mϵ∗, t ∈ I.

Definition 5.3. [14] Problem (1.1) is called Ulam-Hyers-Rassias stable with respect to Θ ∈ C(I,R+) if for
ϵ > 0,

∥Λv(t)∥ ≤ ϵΘ(t), t ∈ I.

and there exists ρ > 0 and v ∈ C(I, E) such that

∥u(t)− v(t)∥ ≤ ρϵ∗Θ(t), t ∈ I,

and ϵ∗ > 0 depends on ϵ

Theorem 5.4. Assume ∥f(t, u(t))∥ ≤ p(t)q(∥u∥) where p ∈ C(I,R+) and q : R+ → R+, and Φ < 1. Then
problem (1.1) is both Ulam-Hyers and generalized Ulam-Hyers stable.

Proof. Let x ∈ C(I, E) be a solution of (1.1),and let y be any solution satisfying Definition 5.1. We determine
that the operators Λ and F − Id (identity operator) are equivalent for all solutions v ∈ C(I, E) of (1.1) satisfying
Φ < 1. Thus , using the fixed point property of operator F , we conclude that

∥v(t)− u(t)∥ = ∥v(t)− Fv(t) + Fv(t)− u(t)∥
= ∥v(t)− Fv(t) + Fv(t)− Fu(t)∥
≤ ∥Fv(t)− Fu(t)∥+ ∥Fv(t)− v(t)∥
≤ Φ∥u− v∥+ ϵ,

because Φ < 1 and and ϵ > 0,

∥u− v∥ ≤ ϵ

1− Φ
.

Fixing ϵ∗ =
ϵ

1− Φ
, and ρ = 1 we get the Ulam-Hyers stability. Using mϵ =

ϵ

1− Φ
, we get the generalized

Ulam-Hyers stability. ■
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Corollary 5.1. If definition 5.3 is satisfied for Θ ∈ C(I,R+), and

L <
Γ(α+ 1)(1− b)

κ(T )α
,

problem (1) is Ulam-Hyers-Rassias with respect to Θ.

Proof. Directly follows from the proof of Theorem 5.4 where

∥u(t)− v(t)∥ ≤ ϵ∗Θ(t), t ∈ I,

and
ϵ∗ =

ϵ

1− Φ
.

The proof is complete. ■

6. Conclusion

A generalized Cauchy problem is the central focus of this paper formulated using the generalized fractional
operator called κ-Hilfer operator. The existence and uniqueness results of the abstract model are studied with
nonlocal conditions using classical fixed point theorems. Furthermore, a stability result for the abstract problem
is obtained in the sense of Ulam-Hyers-Rassians. The results obtained in this paper are very useful in many
applications where κ-Hilfer operator is being adopted. They generalize many recent results in this field. The
arguments used here can be adapted to many other problems in infinite dimensional spaces.
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Abstract. In this paper, the conjugation action of various classes of groups on themselves is studied to obtain their
distinguishing numbers along with a distinguishing labelling for the said action. An equivalent condition concerning the
existence of a 2-distinguishing labelling for the action of a group G on a G-set X and a partition of X into two subsets is
established. Also, the distinguishing number for the conjugation action of a group acting on itself is completely
characterized.
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1. Introduction

The concept of distinguishing number originated from an elementary problem known as the Frank Rubin’s
Key problem [5], which states that:

Professor X has n keys on a circular key ring, but he can not see them. Now, the question arises: How many
shapes does Professor X need to use in order to keep n keys on the ring and still be able to select the proper key
by feel?

Albertson and Collins [1] popularized the aforementioned problem and took it in the realm of graphs by
connecting it with the action of symmetries of a graph on its set of vertices. They define the distinguishing
number for a graph G to be the minimum k for which the vertices of G can be labeled from 1 to k such that no
non-trivial symmetry (automorphism) of the graph G preserves all of the vertex labels.

The surprise answer to the above problem is that only two different handle shapes are required if six or more
keys are there in the key ring; but minimum three different handle shapes are required to distinguish the keys for
three, four and five keys in the key ring. This motivated us to study and understand the concept of distinguishing
labelling and distinguishing number for the conjugation action of a group on itself.

Further, in [6], Tymoczko generalized the notion of the distinguishing number for an arbitrary group action
that is, the distinguishing number for the action of an arbitrary group G on a G-set X which is not necessarily the
action of the automorphism group of a graph on the set of vertices of that graph.

The main objective of this paper is to compute the distinguishing number and a distinguishing labelling for
the conjugation action of some well known classes of groups such as Q4n (dicyclic group), V8n, U6n and SD8n

(semi-dihedral group) acting on itself. It is observed that for each of these classes of groups the distinguishing
number is 2 and this concurrence of the distinguishing number for the conjugation action for all aforementioned
groups arises a natural question as follows:

Does there exist any group G with distinguishing number more than 2 for its conjugation action on itself?
This question stimulates us to completely characterize the distinguishing number for the conjugation of a

group on itself. We answer the above question in the sixth section of this paper. In order to achieve this aim,
an equivalent condition for the existence of a 2-distinguishing labelling for the action of a group on a G-set
X is established. In addition, by using this condition and some other results, we completely characterize the
distinguishing number for the group action of a group G, acting on itself by the conjugation action.

The main results proved in the present paper are:

∗Corresponding author. Email addresses: mpatial.math@gmail.com (Madhu Dadhwal), pankajratramath@gmail.com (Pankaj)

https://www.malayajournal.org/index.php/mjm/index ©2023 by the authors.
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(1) The distinguishing numbers and a corresponding distinguishing labelling for the conjugation action of some
well known classes of groups such as Q4n (Dicyclic group), V8n, U6n and SD8n (semi-dihedral group) are
computed.

(2) A relation between a distinguishing labelling for the action of a group G on a G-set X and a partition of the
underlying set X has been identified.

(3) The distinguishing number for the conjugation action of a group on itself is completely characterized.

Our notations are as follows: G is a group and X is a G-set. The stabilizer of a subset A ⊆ X is StabG(A) =

{g ∈ G : ga = a for all a ∈ A}. We begin this article with the following definitions:

Definition 1.1. [6] Let G be a group acting on a nonempty set X . A map ϕ : X −→ {1, 2, ..., k} is said to be
a k-distinguishing labelling of the action of G on the set X if the only group elements that preserve the labelling
are in StabG(X ). Equivalently, the map ϕ is a k-distinguishing labelling if {g : ϕ ◦ g (x) = ϕ(x) for all x ∈
X} = StabG(X ).

Definition 1.2. [6] The distinguishing number DG(X ) of the set X with a given group action of G on X is the
minimum k for which there is a k-distinguishing labelling.

It is also pertinent to notice that if the G-set X is equal to G, then under the conjugation action of the group
G on X , the set StabG(X ) = {g ∈ G : ghg−1 = h for all h ∈ X} = Z(G), is the center of the group G. In this
case, a map ϕ : X −→ {1, 2, ..., k} is said to be a k-distinguishing labelling for the conjugation action of G on
the set X if the only group elements that preserve the labelling are in the center of the group G. More precisely,
{g : ϕ(ghg−1) = ϕ(h) for all h ∈ G} = Z(G). Also, the minimum k for which there exists a k-distinguishing
labelling ϕ satisfying the above equality is the distinguishing number for the conjugation action of a group on
itself.

Moreover, it is not difficult to see that a non-Abelian group G, under the conjugation action, cannot act on
itself by fixing each of its elements.

The above observation, in view of Proposition 2.1 [6], leads to the following theorem.

Theorem 1.3. The distinguishing number for the conjugation action of a non-Abelian group G acting on itself,
is at least 2.

Throughout this paper, the action of a group G represents the conjugation action of the group G on itself,
unless stated otherwise.

2. Distinguishing Labelling for the Dicyclic group Q4n

In group theory, a dicyclic group, G = Q4n = ⟨a, b : a2n = 1, an = b2, ab = ba−1⟩ is a non-Abelian group
of order 4n for n > 1, which can be viewed as an extension of the cyclic group of order 2 by a cyclic group of
order 2n, described by an exact sequence as follows:

1 −→ Z2 −→ Q4n −→ Z2n −→ 1.

The dicyclic group is a subgroup of the unit quaternions generated by the elements a and j; where a = e
iπ
n is an

nth root of unity. Further, the number of conjugacy classes in Q4n is n+ 3 namely;
{1},
{an},
{ar, a−r}; (1 ≤ n ≤ n− 1),
{a2jb : 0 ≤ j ≤ n− 1},
{a2j+1b : 0 ≤ j ≤ n− 1}.
Note that one can realize the set of elements of the group Q4n as Q4n = {ak, akb : k = 0, 1, 2, ..., 2n − 1}

and we begin this section with the following lemma.
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Lemma 2.1. For the dicyclic group Q4n, we have

(1) baj = a−jb, for any integer j.

(2) For n > 1, Z(Q4n) = {1, an}.

As the group Q4n is non-Abelian for n ≥ 2, while it is Abelian for n = 1, therefore in consideration of
Proposition 2.1 [6], we have

Proposition 2.2. If Q4 acts on itself by conjugation, then DQ4
(Q4) = 1.

Before proceeding further, for convenience sake, we partition the set of elements of Q4n for n ≥ 2, as follows:

Q4n = X
′

n ∪ Xn, where

X ′

n = {an+1, an+2, ..., a2n−1, a2b, a3b} and Xn = Q4n\X
′

n = {1, a, ..., an, b, a4b, a6b, ..., a2n−2b, ab, a5b, a7b,

..., a2n−1b}.

Proposition 2.3. The stabilizer of the subset X ′

n = {an+1, an+2, ..., a2n−1, a2b, a3b} in Q4n is StabQ4n
(X ′

n) =

{1, an}.

Proof. By Lemma 2.1(2), it is enough to show that StabQ4n
(X ′

n) ⊆ {1, an}. For this, let g ∈ StabQ4n
(X ′

n) ∩
Q4n. Then ghg−1 = h, for all h ∈ X ′

n and we know that an element in Q4n is of the form aibj , where
0 ≤ i ≤ 2n − 1, j = 0, 1, so is g. We claim that if g = aibj ∈ StabQ4n

(X ′

n), then j = 0. If possible, let
j ̸= 0, this implies that g = aib, in this case there exists an element h = an+1 ∈ X ′

n satisfying ghg−1 =

(aib)an+1(b−1a−i) = a−n−1 = an−1 ̸= an+1 = h, as n ≥ 2. This forces j to be 0. Thus, an element
g ∈ StabQ4n

(X ′

n) can be of the form ai, 0 ≤ i ≤ 2n−1. Now, for h = a2b ∈ X ′

n, we have ghg−1 = h if and only
if (ai)a2b(a−i) = a2b if and only if a2i+2b = a2b if and only if i = 0 or n. Thus StabQ4n

(X ′

n) ⊆ {1, an}. ■

The next theorem provides a 2-distinguishing labelling for the conjugation action of Q4n on itself.

Theorem 2.4. Let Q4n with n ≥ 2, acts on itself by conjugation. Then the map ϕ : Q4n −→ {1, 2} defined by

ϕ(x) =

{
1 ; if x ∈ Xn

2 ; otherwise
, is a 2-distinguishing labelling of Q4n.

Proof. Define a labelling, ϕ : Q4n −→ {1, 2} for the conjugation action of Q4n on itself by ϕ(x) = 1, for
all x ∈ Xn and ϕ(x) = 2 otherwise. Now, for ϕ to be a 2-distinguishing labelling, it is sufficient to prove
that {g ∈ Q4n : ϕ(ghg−1) = ϕ(h), for all h ∈ Q4n} = {1, an}. Further, by Proposition 2.3, it is enough to
show that if g ∈ Q4n \ {1, an}, there exists an element h ∈ X ′

n such that ghg−1 /∈ X ′

n, that is ghg−1 ∈ Xn.
For this assume that g ∈ Q4n \ {1, an}, if g = ai; i ∈ {0, 1, 2, ..., 2n − 1} \ {0, n}, choose h = a2b ∈ X ′

n,
then ghg−1 = aia2ba−i = a2i+2b and clearly, for i ∈ {0, 1, 2, ..., 2n − 1} \ {0, n}, a2i+2b ∈ Xn. On the
other hand, if g = aib; i ∈ {0, 1, 2, ..., 2n − 1} and if i ̸= 2 or n + 2, take h = a2b ∈ X ′

n, then ghg−1 =

(aib)a2b(b−1a−i) = ai−2ba−i = a2i−2b ∈ Xn. Otherwise, when i = 2 or n + 2, choose h = a3b ∈ X ′

n

and we have ghg−1 = (aib)a3b(b−1a−i) = ai−3ba−i = a2i−3b = ab ∈ Xn. Thus {g ∈ Q4n : ϕ(ghg−1) =

ϕ(h), for all h ∈ Q4n} ⊆ {1, an} and the result follows from Lemma 2.1. ■

By combining Theorem 1.3 and Theorem 2.4 we have

Theorem 2.5. If Q4n (n > 1) acts on itself by conjugation, then DQ4n
(Q4n) = 2.
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3. Distinguishing Labelling for V8n action

The group V8n is introduced by James and Liebeck [4], for an odd positive integer n as follows:

V8n = ⟨a, b : a2n = b4 = 1, aba = b−1, ab−1a = b⟩.

Later, Darafsheh and Poursalavati [2], observed that with the above presentation, the group V8n can also be
defined for an arbitrary n. However, the conjugacy classes of the group V8n differ, depending upon whether n is
an even or an odd positive integer. When n is odd, the group V8n has 2n+ 3 conjugacy classes precisely;

{1},
{b2},
{a2r+1, a−2r−1b2}; (r = 0, 1, ..., n− 1),
{a2s, a−2s},
{a2sb2, a−2sb2}; (s = 1, 2, ..., n−1

2 ),

{ajbk : j even, k = 1 or 3} and
{ajbk : j odd, k = 1 or 3}.

While when n is even, the group V8n has 2n+ 6 conjugacy classes namely;
{1},
{b2},
{an},
{anb2},
{a2r+1, a−2r−1b2}; (r = 0, 1, ..., n− 1),

{a2s, a−2s},
{a2sb2, a−2sb2}; (s = 1, 2, ..., n

2 − 1),

{a2kb(−1)k : 0 ≤ k ≤ n− 1},
{a2kb(−1)k+1

: 0 ≤ k ≤ n− 1},
{a2k+1b(−1)k : 0 ≤ k ≤ n− 1} and
{a2k+1b(−1)k+1

: 0 ≤ k ≤ n− 1}.
Clearly, V8n is a non-Abelian group of order 8n and its elements are of the form ar, arb, arb2, arb3; where

r = 0, 1, ..., 2n− 1.

Lemma 3.1. Let G = V8n = ⟨a, b : a2n = 1 = b4, aba = b−1, ab−1a = b⟩. Then we have

(1) baj = a−jb(−1)j .

(2) b2aj = ajb2.

(3) b3aj = a−jb(−1)j+1

.

(4) Z(V8n) =

{
⟨an, b2⟩; if 2 | n
⟨b2⟩; if 2 ∤ n .

Proof. (1) We will prove the result by induction on j. By hypothesis, ba = a−1b−1. Assume that the result
holds for all positive integers up to j − 1, so we have, baj−1 = a1−jb(−1)j−1

. Further, baj = (baj−1)a =

(a1−jb(−1)j−1

)a = a1−j(b(−1)j−1

a) = a−jb(−1)j , as b−1a = a−1b and b−1a−1 = ab. Thus, baj = a−jb(−1)j

holds for every non negative integer j. Similarly, we can prove by induction that ba−j = ajb(−1)j holds for any
non negative integer j. Therefore, (1) holds for any j ∈ Z.

(2) and (3) follow by using (1), repeatedly.
(4) Straightforward. ■
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Next, we partition the set of elements in the group V8n, n odd, as follows:

V8n = X
′

n ∪ Xn, where

X ′

n = {a−1b2, a−3b2, ..., a1−2nb2, a−2, a−4, ..., a1−n, a−2b2, a−4b2, ..., a1−nb2, b3, ab3} and Xn = V8n \ X ′

n =

{1, a, ..., an, b, a4b, a6b, ..., a2n−2b, ab, a5b, a7b, ..., a2n−1b}.

Proposition 3.2. The stabilizer StabV8n
(X ′

n) of the subset X ′

nin V8n, n odd, is the set {1, b2}.

Proof. Let g ∈ StabV8n(X
′

n) ∩ V8n. Then, by definition ghg−1 = h, for all h ∈ X ′

n. Also, an element g ∈ V8n

will be of the form aibj , where −n < i ≤ n and j = 0, 1, 2, 3. We claim that if g ∈ StabV8n(X
′

n), then
j ̸= 1, 3. Otherwise, g = aib or aib3, where −n < i < n. In this case, there exists an element h = ab3 ∈ X ′

n

satisfying ghg−1 =

{
a2i−1b; if 2 | i
a2i−1b3; if 2 ∤ i

. Clearly, ghg−1 = h = ab3 if and only if i = 1. Furthermore, if

i ̸= 1, then ghg−1 ̸= h, for h = ab3 and in the case when i = 1, replace h = ab3 with b3 ∈ X ′

n. Then
ghg−1 = a2b ̸= b3 = h. Therefore, an element g ∈ StabV8n

(X ′

n) must be of the form aibj , where −n < i ≤ n

and j = 0, 2.
Next, we shall show that if g ∈ StabV8n

(X ′

n), then i = 0. For this, set h = ab3 ∈ X ′

n. Then ghg−1 ={
a2i+1b3; if 2 | i
a2i+1b; if 2 ∤ i

. Again, ghg−1 = h = ab3 if and only if i = 0. Thus, StabV8n
(X ′

n) ⊆ {1, b2}. Further, by

Lemma 3.1(4), for any subset S of V8n, ⟨b2⟩ ⊂ StabV8n(S). Hence StabV8n(X
′

n) = {1, b2}. ■

In the forthcoming theorem, we establish a 2-distinguishing labelling for the conjugation action of V8n, n
odd, acting on itself.

Theorem 3.3. If V8n, n odd, acts on itself by conjugation, then the map ϕ : V8n −→ {1, 2} defined by ϕ(x) ={
1 ; if x ∈ Xn

2 ; otherwise
, is a 2-distinguishing labelling.

Proof. Suppose V8n, n odd, acts on itself by conjugation. Define a labelling, ϕ : V8n −→ {1, 2} by ϕ(x) = 1

for all x ∈ Xn and ϕ(x) = 2 otherwise. Note that for ϕ to be a 2-distinguishing labelling, it is enough to show
that

{g ∈ V8n : ϕ(ghg−1) = ϕ(h), for all h ∈ V8n} = {1, b2}.

Clearly, by Proposition 3.2, it is equivalent to prove that if g ∈ V8n \ {1, b2}, then there exists an element h ∈ X ′

n

such that ghg−1 /∈ X ′

n, that is ghg−1 ∈ Xn. For this, assume that g ∈ V8n \ {1, b2}. If the element g = ai

or aib2; −n < i ≤ n, i ̸= 0, then we can choose h = ab3 ∈ X ′

n, then ghg−1 =

{
a2i+1b3; if 2 | i
a2i+1b; if 2 ∤ i

. Clearly,

a2i+1b /∈ X ′

n, for 2 ∤ i. Moreover, if 2 | i, then a2i+1b3 ∈ X ′

n if and only if i = 0, which is not possible.
On the other hand, the element g should only be of the form g = aibj ; −n < i ≤ n, j = 1 or 3. Take

h = ab3 ∈ X ′

n, then ghg−1 =

{
a2i−1b; if 2 | i
a2i−1b3; if 2 ∤ i

. Again, if 2 | i, then a2i−1b /∈ X ′

n and observe that in case

2 ∤ i, then a2i−1b3 ∈ X ′

n if and only if i = 1 or i = 1−n. Note that i = 1−n is not possible, as n is an odd positive
integer and 2 ∤ i. Thus, assume that i ̸= 1, this implies that ghg−1 /∈ X ′

n. Otherwise, when i = 1, the element g
will be either ab or ab3. In any of these cases, for h = b3, we have ghg−1 = abb3b−1a−1 = ab3a−1 = a2b /∈ X ′

n.
This infers that, whenever g ∈ V8n \ {1, b2}, there always exists an element h ∈ X ′

n such that ghg−1 ∈ Xn.
Therefore, we conclude that {g ∈ V8n : ϕ(ghg−1) = ϕ(h), for all h ∈ V8n} ⊆ {1, b2} and hence the result. ■

Now, we turn our attention to examine the distinguishing labelling and distinguishing number for the
conjugation action of the group V8n, when n is even. Observe that in this case
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Z(V8n) = StabV8n
(V8n) = {1, an, b2, anb2}.

Assume that n ∈ 2Z+ and we partition the set of elements in the group V8n as follows:

V8n = Y
′

n ∪ Yn, where

Y ′

n = {a−1b2, a−3b2, ..., a1−2nb2, a−2, a−4, ..., a2−n, a−2b2, a−4b2, ..., a2−nb2, a2b, a3b, a2b3, a3b3} and Yn =

V8n \Y
′

n. This partition will be used to define a 2-distinguishing labelling for the conjugation action of the group
V8n, for even n.

Proposition 3.4. The stabilizer StabV8n(Y
′

n) of the subset Y ′

n is {1, an, b2, anb2}.

Proof. Let g ∈ StabV8n
(Y ′

n) ∩ V8n. By hypothesis ghg−1 = h, for all h ∈ Y ′

n. Also, an element g ∈ V8n will
be of the type aibj , where −n < i ≤ n and j = 0, 1, 2, 3. We claim that if g ∈ StabV8n

(Y ′

n), then j ̸= 1, 3.
Otherwise, either g = aib or aib3, where −n < i ≤ n and there exists an element h = a2b3 ∈ Y ′

n satisfying

ghg−1 =

{
a2i−2b3; if 2 | i
a2i−2b; if 2 ∤ i

. Note that ghg−1 = h = a2b3 if and only if 2 | i and i = 2 or 2 − n. Thus, if

i ̸= 2 or 2 − n, then ghg−1 ̸= h for h = a2b3. Now, if i = 2 or 2 − n, then replace h = a2b3 with a3b3 ∈ X ′

n

and we have ghg−1 = ab ̸= a3b3 = h. Therefore, an element g ∈ StabV8n(Y
′

n) will be of the form aibj , where
−n < i ≤ n and j = 0, 2.

Next, we further show that if g ∈ StabV8n(Y
′

n), then either i = 0 or i = n. For this, set h = a2b3 ∈

Y ′

n, then ghg−1 =

{
a2i+2b3; if 2 | i
a2i+2b; if 2 ∤ i

. Clearly, ghg−1 = h = a2b3 if and only if i = 0 or n. Hence,

an element g ∈ StabV8n
(Y ′

n) should be of the form aibj ; where i = 0, n and j = 0, 2, so StabV8n
(Y ′

n) ⊆
{1, an, b2, anb2}. Further, since Z(V8n) = {1, an, b2, anb2}, so {1, an, b2, anb2} ⊆ StabV8n

(Y ′

n). Hence,
StabV8n

(Y ′

n) = {1, an, b2, anb2}. ■

Theorem 3.5. Let V8n, n even, acts on itself by conjugation. Then there exists a map ϕ : V8n −→ {1, 2} defined

by ϕ(x) =

{
1 ; if x ∈ Yn

2 ; otherwise
, is a 2-distinguishing labelling.

Proof. Suppose that the group V8n, n even, acts on itself by conjugation. Define a labelling, ϕ : V8n −→ {1, 2}
for this action by ϕ(x) = 1 for all x ∈ Yn and ϕ(x) = 2 otherwise. On imitating the same process as in
Theorem 3.3, it suffices to show that

{g ∈ V8n : ϕ(ghg−1) = ϕ(h), for all h ∈ V8n} = {1, an, b2, anb2}.

Moreover, by Proposition 3.4, it is equivalent to prove that if g ∈ V8n \ {1, an, b2, anb2}, then there exists an
element h ∈ Y ′

n such that ghg−1 /∈ Y ′

n. For this, assume that g ∈ V8n \ {1, an, b2, anb2} and in case the
element g = ai or aib2; −n < i ≤ n, then it is trivial to see that, i can not take the values 0 and n. Thus, set

h = a2b3 ∈ Y ′

n and we have ghg−1 =

{
a2i+2b3; if 2 | i
a2i+2b; if 2 ∤ i

. Also, note that if 2 ∤ i, then a2i+2b ∈ Y ′

n, if and only

if i = 0 or n. Again, if 2 | i, then a2i+2b3 ∈ Y ′

n if and only if i = 0, n. Thus, ghg−1 /∈ Y ′

n, because i cannot take
the values 0 and n.

On the other hand, if g = aib or aib3; −n < i ≤ n. In this case, take h = a2b3 ∈ Y ′

n, then ghg−1 ={
a2i−2b; if 2 ∤ i
a2i−2b3; if 2 | i

. Note that a2i−2b ∈ Y ′

n if and only if 2 ∤ i and i = 2 or 2 − n, which is not possible, as

n is even. Further, if 2 | i, then a2i−2b3 ∈ Y ′

n if and only if i = 2 or −n + 2. Hence, if i ̸= 2,−n + 2, then
ghg−1 /∈ Y ′

n. Moreover, if we choose h = a3b3 and if i = 2 or −n+ 2, then ghg−1 = ab /∈ Y ′

n. Thus, we have
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proved that if g ∈ V8n \{1, an, b2, anb2}, then there exists an element h ∈ Y ′

n such that ghg−1 /∈ Y ′

n. Therefore,
we conclude that {g ∈ V8n : ϕ(ghg−1) = ϕ(h), for all h ∈ V8n} ⊆ {1, an, b2, anb2} and by using Lemma 3.1
the reverse inclusion is immediate. ■

By combining Theorem 1.3, Theorem 3.3 and Theorem 3.5, we have Theorem 3.6, which provides the
distinguishing number for the conjugation action of the group V8n on itself, for an arbitrary n.

Theorem 3.6. If V8n acts on itself by conjugation action, then DV8n(V8n) = 2.

4. Distinguishing Labelling for action of the group U6n

Recall from [4] that G = U6n is a non-Abelian group of order 6n and it is generated by two elements a and b

such that a2n = 1, b3 = 1, ba = ab−1. The group U6n can be represented as follows:

U6n = ⟨a, b : a2n = 1, b3 = 1, ba = ab−1⟩.

However, group U6n can be viewed as a group isomorphic to the semi direct product of a cyclic group of order 3
by a cyclic group of order 2n. Clearly, the subgroup generated by the generator b is a normal subgroup of order 3
and the subgroup generated by a is a cyclic subgroup of order 2n. In addition, the group U6n has 3n conjugacy
classes namely:

{a2r},
{a2rb, a2rb2},
{a2r+1, a2r+1b, a2r+1b2}; (r = 0, 1, 2, ..., n− 1).

Lemma 4.1. Let G = U6n = ⟨a, b : a2n = 1, b3 = 1, ba = ab−1⟩ and j be an arbitrary integer. Then we have

(1) baj =

{
ajb2; if 2 ∤ j
ajb; if 2 | j

(2) b2aj =

{
ajb; if 2 ∤ j
ajb2; if 2 | j

(3) Z(U6n) = ⟨a2⟩.

Proof. (1) First we shall show by induction that for any non-negative integer j, baj =

{
ajb2; if 2 ∤ j
ajb; if 2 | j

. Clearly,

by group relation ba = a−1b and suppose this holds for all positive integers up to m − 1. Now, consider

bam = (bam−1)a =

{
(am−1b2)a; if 2 ∤ m− 1

(am−1b)a; if 2 | m− 1
=

{
amb2; if 2 ∤ m
amb; if 2 | m

. Hence, the result holds for all non

negative integers. Moreover, by imitating the same process we can similarly prove by induction that baj ={
ajb2; if 2 ∤ j
ajb; if 2 | j

holds for any negative integer j and this completes the proof.

Results (2) and (3) are straightforward.
■

Moreover, we can write U6n as a disjoint union of two subsets X ′

n and Xn, where X ′

n = {aib2 : i =

1, 2, ..., 2n− 1} and Xn = Q4n \ X ′

n.

Proposition 4.2. The stabilizer of the subset X ′

n = {aib2 : i = 1, 2, ..., 2n− 1} is StabU6n(X
′

n) = ⟨a2⟩.
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Proof. By Lemma 4.1(3), it is sufficient to show that StabU6n(X
′

n) ⊆ ⟨a2⟩. For this, let g ∈ StabU6n(X
′

n)∩U6n.
Then by hypothesis, ghg−1 = h, for all h ∈ X ′

n. Also, an element in U6n will be of the form aibj , where
0 ≤ i ≤ 2n− 1 and j = 0, 1, 2, and so is g. We claim that if g = aibj ∈ StabU6n(X

′

n), then j = 0. If possible,
let j ̸= 0, then the element g will be of the form aib or aib2. Now, in case g = aib and 2 ∤ i, then choose h = b2,
else in the other case 2 | i, choose h = ab2. Thus by using Lemma 4.1, it follows that ghg−1 ̸= h. On the other
hand, when g = aib2 and 2 ∤ i, choose h = ab2 or in case 2 | i, take h = b2. Further, by Lemma 4.1, we observe
that in either of these cases ghg−1 ̸= h. Thus, the element g must be of the form ai, where 0 ≤ i ≤ 2n − 1.
Further, for h = b2 ∈ X ′

n, we have ghg−1 = h if and only if 2 | i and hence, StabU6n(X
′

n) ⊆ ⟨a2⟩. ■

In the upcoming theorem we obtain a 2-distinguishing labelling for the conjugation action of U6n on itself.

Theorem 4.3. The map ϕ : U6n −→ {1, 2} defined by ϕ(x) =

{
1 ; if x ∈ Xn

2 ; otherwise
, is a 2-distinguishing labelling

of U6n.

Proof. Define a map, ϕ : U6n −→ {1, 2}, by ϕ(x) = 1, for all x ∈ Xn and ϕ(x) = 2, otherwise. In order to
prove that ϕ is a 2-distinguishing labelling, it is sufficient to show that {g ∈ U6n : ϕ(ghg−1) = ϕ(h), for all h ∈
U6n} = ⟨a2⟩. Now, in light of Proposition 4.2, it is equivalent to prove that for every g ∈ U6n \ ⟨a2⟩, there
exists an element h ∈ X ′

n such that ghg−1 ∈ Xn. Let g ∈ U6n \ ⟨a2⟩. Then, g will be of the form g = ai; i /∈
{0, 2, ..., 2n− 2}. Fix h = ab2 ∈ X ′

n and we have ghg−1 = ab and certainly, ab ∈ Xn. Otherwise, the element
g will be of the form g = aib or g = aib; 0 ≤ i ≤ 2n − 1. In either case, if 2 ∤ i, set h = b2 ∈ X ′

n, then by
using Lemma 4.1 (2), we get ghg−1 = aib2a−i = b, as 2 ∤ i. Clearly, ghg−1 = b /∈ Xn. Further, if 2 | i, then for
g = aib choose h = ab2, we have ghg−1 = (aib)ab2(b−1a−i) = aibaba−i = ai+1b−1ba−i = a. Furthermore,
for g = aib2, take h = ab2 ∈ X ′

n and we get ghg−1 = (aib2)ab2(b−1a−i) = aib2a−i+1 = ab /∈ X ′

n. Thus
{g ∈ U6n : ϕ(ghg−1) = ϕ(h), for all h ∈ U6n} ⊆ ⟨a2⟩ and the result follows by using Lemma 4.1 (3). ■

The following theorem is a direct consequence of Theorem 1.3 and Theorem 4.3.

Theorem 4.4. If U6n acts on itself by conjugation, then DU6n
(U6n) = 2.

5. Distinguishing Labelling for semi-dihedral group SD8n action

The semi-dihedral group, SD8n [3] is a non-Abelian group of order 8n. For n ≥ 2, this group can be
presented as follows:

SD8n = ⟨a, b : a4n = b2 = 1, bab = a2n−1⟩.

Clearly, the elements of the semi-dihedral group are of the form ar or bar; r = 0, 1, ..., 4n− 1. As observed
in the case of V8n, the group SD8n has 2n+ 3 or 2n+ 6 conjugacy classes, when n is even or odd respectively.
We begin with the following definition

Definition 5.1. [3] Define Ceven := C1 ∪ Ceven
2 ∪ Ceven

3 and Codd := C1 ∪ Codd
2 ∪ Codd

3 , where C1 :=

{0, 2, 4, ..., 2n}, Ceven
2 := {1, 3, ..., n − 1}, Ceven

3 := {2n + 1, 2n + 3, 2n + 5, ..., 3n − 1} and Codd
2 :=

{1, 3, 5, ..., n}, Codd
3 := {2n + 1, 2n + 3, 2n + 5, ..., 3n}. Also, define C†

even := C1 \ {0, 2n}, C†
odd :=

Ceven
2 ∪ Ceven

3 , Codd
2,3 := Codd

2 ∪ Codd
3 and Ceven

∗ := Ceven \ {0, 2n}, Codd
∗ := Codd \ {0, n, 2n, 3n}.

The next proposition provides us with the conjugacy classes of SD8n.

Proposition 5.2. [3] The conjugacy classes of SD8n, n ≥ 2, are as follows:

• If n is even, then there are 2n+ 3 conjugacy classes. Precisely,

– 2 classes of size one being [1] = {1} and [a2n] = a2n,

101



Madhu Dadhwal and Pankaj

– (2n− 1) classes of size two being [ar] = {ar, a(2n−1)r}, where r ∈ Ceven
∗ and

– 2 classes of size 2n being [b] = {ba2t : t = 0, 1, ..., 2n−1} and [ba] = {ba2t+1 : t = 0, 1, ..., 2n−1}.

• If n is odd, then there are 2n+ 6 conjugacy classes. Precisely,

– 4 classes of size one being [1] = {1}, [an] = {an}, [a2n] = {a2n} and [a3n] = {a3n},

– (2n− 2) classes of size two being [ar] = {ar, a(2n−1)r}, where r ∈ Codd
∗ and

– 4 classes of size n being [b] = {ba4t : t = 0, 1, ..., n−1}, [ba] = {ba4t+1 : t = 0, 1, ..., n−1}, [ba2] =
{ba4t+2 : t = 0, 1, ..., n− 1}, and [ba3] = {ba4t+3 : t = 0, 1, ..., n− 1}.

Lemma 5.3. [3] Let G = SD8n = ⟨a, b : a4n = 1 = b2, bab = a2n−1⟩. Then

(1) akb = ba(2n−1)k.

(2) Z(V8n) =

{
⟨an⟩; if 2 ∤ n
⟨a2n⟩; if 2 | n

.

For n even, we can partition the set of elements of SD8n as a disjoint union of two subsets X ′

n and Xn of
SD8n, where X ′

n = {ar(2n−1) : r = 2, 4, 6, ..., 2n− 2, 1, 3, 5, ..., n− 1, 2n+1, 2n+3, ..., 3n− 1}∪ {ba2, ba3}
and Xn = SD8n \X

′

n. This partition will be used to define a 2-distinguishing labelling for the conjugation action
of the group SD8n, for an even n.

Proposition 5.4. The stabilizer StabSD8n
(X ′

n) of the subset X ′

n is {1, a2n}.

Proof. Let g ∈ StabSD8n
(X ′

n)∩SD8n. Then by definition ghg−1 = h, for all h ∈ X ′

n. Also, an element g in the
group SD8n will be of the form aibj , where 0 ≤ i ≤ 4n− 1 and j = 0, 1. We claim that if g ∈ StabSD8n

(X ′

n),
then j ̸= 1. If not, then g = aib and we have h = a2n−1 ∈ X ′

n such that ghg−1 = aiba2n−1b−1a−i =

ai(ba2n−1b)a−i = aiaa−i = a. Now, ghg−1 = h = a2n−1 if and only if n = 1, which is not possible, as n ≥ 2.
Therefore, an element g ∈ StabSD8n

(X ′

n) should be of the form ai, for some 0 ≤ i ≤ 4n − 1. Next, we show
that either i = 0 or i = 2n. For this, set h = ba2 ∈ X ′

n, then ghg−1 = aiba2a−i = aiba2−i = ba(2n−1)i+2−i =

ba2i(n−1)+2. Again, ghg−1 = h = ba2 if and only if 2i(n − 1) ≡ 0(mod 4n) if and only if 2i ≡ 0(mod 4n).
Therefore, we have i = 0 or 2n. Thus, StabSD8n

(X ′

n) ⊆ {1, a2n}. Obviously, {1, a2n} ⊆ StabSD8n
(X ′

n), as
the center Z(SD8n) = {1, a2n}. Hence StabSD8n

(X ′

n) = {1, a2n}. ■

Theorem 5.5. Let SD8n, n even, acts on itself by conjugation. Then the map ϕ : SD8n −→ {1, 2} defined by

ϕ(x) =

{
1 ; if x ∈ Xn

2 ; otherwise
, is a 2-distinguishing labelling of SD8n.

Proof. Define a labelling, ϕ : V8n −→ {1, 2} of this action by ϕ(x) = 1, for all x ∈ Xn and ϕ(x) = 2,
otherwise. From the Definition 1.1, for ϕ to be a 2-distinguishing labelling, it suffices to show that {g ∈ SD8n :

ϕ(ghg−1) = ϕ(h), for all h ∈ SD8n} = {1, a2n}. Now, by Proposition 5.4, it is equivalent to prove that if g ∈
SD8n\{1, a2n}, then there exists an element h ∈ X ′

n such that ghg−1 /∈ X ′

n. For this, let g ∈ SD8n\{1, a2n} and
g = ai; i ∈ {0, 1, 2, ..., 4n−1}\{0, 2n}. Then choose h = ab2 ∈ X ′

n, so that ghg−1 = aiba2a−i = ba2i(n−1)+2.
Now, ba2i(n−1)+2 ∈ X ′

n, if and only if a2i(n−1)+2 = a2 or a3 if and only if 2i(n − 1) + 2 ≡ 2 or 3 (mod 4n).
Clearly, 2i(n − 1) + 2 ≡ 3(mod 4n), is not possible, as n is even. Also, 2i(n − 1) + 2 ≡ 2(mod 4n) holds if
and only if 2i(n− 1) ≡ 0(mod 4n) if and only if i = 0, 2n, which is not possible. On the other hand, if g = bai;
0 ≤ i ≤ 4n−1, then in this case, fix h = a2n−1 ∈ X ′

n, which leads to ghg−1 = aiba2n−1b−1a−i = aiaa−i = a

and certainly ghg−1 = a /∈ X ′

n. Thus {g ∈ SD8n : ϕ(ghg−1) = ϕ(h), for all h ∈ SD8n} ⊆ {1, a2n} and the
reverse inclusion follows by using Lemma 5.3 (2). ■
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Next, we shall examine the distinguishing labelling for the conjugation action of the semi-dihedral
group, when n is an odd positive integer.

For n odd, we can partition the group SD8n as follows:

SD8n = Y
′

n ∪ Yn,

where Y ′

n = {ar(2n−1) : r = 2, 4, 6, ..., 2n−2, 1, 3, 5, ..., n−2, 2n+1, 2n+3, ..., 3n−2}∪{ba4, ba5, ba6, ba7}
and Yn = SD8n \Y

′

n. Also, we use this partition to define a 2-distinguishing labelling for the conjugation action
of the group SD8n acting on itself.

Proposition 5.6. The stabilizer StabSD8n
(Y ′

n) of the subset Y ′

n is {1, an, a2n, a3n}.

Proof. Let g ∈ StabSD8n
(Y ′

n) ∩ SD8n. Then by definition ghg−1 = h, for all h ∈ Y ′

n. Also, an element g
in SD8n will be of the form aibj , where 0 ≤ i ≤ 4n − 1 and j = 0, 1. We claim that if g ∈ StabSD8n

(Y ′

n),
then j ̸= 1. If not, then g = aib and we have h = a2n−1 ∈ Y ′

n such that ghg−1 = aiba2n−1b−1a−i =

ai(ba2n−1b)a−i = aiaa−i = a. Now, ghg−1 = h if and only if a = a2n−1 if and only if n = 1, which
is not possible, as n ≥ 2. This infers that an element g ∈ StabSD8n

(X ′

n) will be of the form ai, for some
0 ≤ i ≤ 4n − 1. Next, we show that i ∈ {0, n, 2n, 3n}. For this, choose h = ba4 ∈ Y ′

n and we have
ghg−1 = aiba4a−i = aiba4−i = ba(2n−1)i+4−i = ba2i(n−1)+4. Again, ghg−1 = h = ba4 if and only if
2i(n − 1) ≡ 0(mod 4n) if and only if i ≡ 0(mod n), as n is odd. This implies that i = 0 or n or 2n or 3n.
Thus StabSD8n

(Y ′

n) ⊆ {1, an, a2n, a3n}. Furthermore, {1, an, a2n, a3n} ⊆ StabSD8n
(Y ′

n), since Z(SD8n) =

{1, an, a2n, a3n}. Hence StabSD8n
(Y ′

n) = {1, an, a2n, a3n}. ■

Theorem 5.7. If SD8n, n odd, acts on itself by conjugation, then the map ϕ : SD8n −→ {1, 2} defined by

ϕ(x) =

{
1 ; if x ∈ Yn

2 ; otherwise
, is a 2-distinguishing labelling of SD8n.

Proof. Suppose that the group SD8n, n odd acts on itself by conjugation. Define a labelling, ϕ : V8n −→ {1, 2}
of this action by ϕ(x) = 1, for all x ∈ Yn and ϕ(x) = 2, otherwise. Again, for ϕ to be a 2-distinguishing
labelling, it is required to show that {g ∈ SD8n : ϕ(ghg−1) = ϕ(h), for all h ∈ SD8n} = {1, an, a2n, a3n}.
Now, by the definition of ϕ and Proposition 5.6, it is equivalent to prove that for g ∈ SD8n \ {1, an, a2n, a3n},
there exists an element h ∈ Y ′

n such that ghg−1 /∈ Y ′

n. For this, assume that g ∈ SD8n \ {1, an, a2n, a3n} and
g = ai; i ∈ {0, 1, 2, ..., 4n−1}\{0, n, 2n, 3n}. One can choose h = ab4 ∈ Y ′

n and we get ghg−1 = aiba4a−i =

ba2i(n−1)+4. Now, ba2i(n−1)+4 ∈ Y ′

n, if and only if 2i(n−1)+4 ≡ 4 or 5 or 6 or 7 (mod 4n). Clearly, 2i(n−1)+

4 ≡ 5, 6, 7(mod 4n), is not possible, as n is an odd positive integer. Also, 2i(n−1)+4 ≡ 4(mod 4n) holds if and
only if 2i(n−1) ≡ 0(mod 4n) if and only if i = 0, n, 2n, 3n, which is not possible. On the other hand, if g = bai;
0 ≤ i ≤ 4n − 1, then in this case, we fix h = a2n−1 ∈ Y ′

n, then ghg−1 = aiba2n−1b−1a−i = aiaa−i = a and
certainly ghg−1 = a /∈ Y ′

n. Thus {g ∈ SD8n : ϕ(ghg−1) = ϕ(h), for all h ∈ SD8n} ⊆ {1, an, a2n, a3n} and
by using Lemma 5.3 (2) the reverse inclusion follows immediately. ■

Finally in light of Theorem 1.3, Theorem 5.5 and Theorem 5.7, we have the following theorem which provides
the distinguishing number for the conjugation action of SD8n on itself, for arbitrary n.

Theorem 5.8. If SD8n acts on itself by conjugation action, then DSD8n(SD8n) = 2.

6. Some Characterizations

Theorem 2.5 in [6], along with the conclusions from each section discussed so far, arise a natural question that
Whether there exists a non-Abelian group acting via conjugation action on itself with the distinguishing

number other than 2?
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The main purpose of this section is to find the answer of the aforementioned question and surprisingly, we
answer it in negative at the end of this section. Before reaching a conclusion, we need some characterizations for
the existence of a 2-distinguishing labelling, in general, for the action of a group G on a G-set X , not necessarily
the conjugation action of G on itself. First, we give some basic definitions:

Definition 6.1. Let G be a group acting on a set X . A subset A of the G-set X is called G-invariant, if the subset
{ga : g ∈ G, a ∈ A} ⊆ A, under the action of G restricted to A.

It is easy to see that the orbits of a G-set X are G-invariant subsets of X . Moreover, if A is a G-invariant
subset of a G-set X , then it is always a union of orbits of a G-set X .

Definition 6.2. Let G be a group acting on a set X and g ∈ G. A subset A of the G-set X is called g-invariant, if
the subset {ga : g ∈ G, a ∈ A} ⊆ A, under the action of G restricted to A.

Theorem 6.3. Let G be a group acting on a set X . If the G-set X can be partitioned into a disjoint union of two
subsets (say) X1 and X2, which are not g-invariant, for every g ∈ StabG(X )

c, then there exists a 2-distinguishing
labelling for the action of G on the set X .

Proof. Assume that X can be partitioned as a disjoint union of two subsets X1 and X2 such that for each g ∈
StabG(X )

c, the subsets X1 and X2 are not invariant under the action of g. Define a labelling ϕ : X −→ {1, 2}
by ϕ(x) = 1, if x ∈ X1 and ϕ(x) = 2, otherwise. Claim that the labelling ϕ : X −→ {1, 2}, is a 2-distinguishing
labelling. For this, it suffices to prove that {g ∈ G : ϕ ◦ g (x) = ϕ(x) for all x ∈ X} ⊆ StabG(X ). Equivalently,
we will prove that if g ∈ G \ StabG(X ), then the element g can not be a member of the set {g ∈ G : ϕ ◦ g (x) =

ϕ(x), for all x ∈ X}. If not, then clearly by the definition of ϕ and the fact that X is a disjoint union of X1 and
X2, we have g.x ∈ X1 or X2 for x ∈ X1 or X2 respectively, for some g ∈ G \ StabG(X ). Therefore, for some
g ∈ StabG(X )

c, the subsets X1 and X2 are g-invariant, which is a contradiction to the given hypothesis. Thus,
{g ∈ G : ϕ ◦ g (x) = ϕ(x) for all x ∈ X} ⊆ StabG(X ) and hence ϕ is a 2-distinguishing labelling. ■

The upcoming theorem provides a characterization for the existence of a 2-distinguishing labelling for a group
acting on a set. Also, it is observed that the conclusion of the above theorem still remains true if at least one of
the partitioning components is not invariant under the action of each element of the group.

Theorem 6.4. Let X be a G-set. Then the following statements are equivalent:

(1) There is a 2-distinguishing labelling for the action of the group G on the set X .

(2) The G-set X can be partitioned as a disjoint union of two subsets X1 and X2 such that for every g ∈
StabG(X )

c, at least one of them is not g-invariant.

(3) The G-set X can be partitioned as a disjoint union of two subsets X1 and X2 that are not g-invariant, for
every g ∈ StabG(X )

c.

Proof. (1) ⇒ (2) : Assume that there exists a 2-distinguishing labelling ϕ, for the action of the group G on the
set X . Partition the G-set X as the disjoint union of two subsets X1 and X2, where Xi = {x ∈ X : ϕ(x) = i},
for i = 1, 2. Next, we shall show that for every g ∈ StabG(X )

c, the set X1 is not g-invariant. On the contrary,
let us assume that X1 is StabG(X )

c-invariant. Therefore, by definition, for g /∈ StabG(X ) and x ∈ X1, we have
gx ∈ X1. Then clearly, if x ∈ X2 we have gx ∈ X2. Otherwise, for some x ∈ X2, we have y = gx ∈ X1. Note
that since StabG(X ) is a group, so if g /∈ StabG(X ), then g−1 /∈ StabG(X ). Consequently, we have y ∈ X1,
while g−1(y) = g−1gx = x ∈ X2, which is not possible. Thus, there is an element g outside the set StabG(X )

that preserves the labelling, which is a contradiction, as ϕ is a 2-distinguishing labelling.
(2) ⇒ (3) : Suppose that the G-set X can be partitioned into a disjoint union of two subsets X1 and X2 of X

such that for every g ∈ StabG(X )
c, at least one of the Xi is not g-invariant. Without loss of generality, we can

assume that X1 is not g-invariant. Therefore, there exists an element x ∈ X1 such that for some g /∈ StabG(X ),
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we have x ̸= y = gx /∈ X1. Thus y = gx ∈ X2. Note that g /∈ StabG(X ) if and only if g−1 /∈ StabG(X ).
Clearly, there is y ∈ X2 and g−1 /∈ StabG(X ) satisfying g−1y = x ∈ X1. Thus X2 is not g-invariant, for all
g ∈ StabG(X )

c. Similarly, for all g ∈ StabG(X )
c if X2 is not g-invariant, then so is X1. Hence, the G-set X can

be partitioned as a union of two disjoint subsets X1 and X2 which are not g-invariant.
(3) ⇒ (1) : Follows from Theorem 6.3. ■

An immediate consequence of the above theorem is

Corollary 6.5. Let G be a group acting on a set X and ϕ : X −→ {1, 2} be a 2-distinguishing labelling for the
action of G on the set X . Then the subset Xi = {x ∈ X : ϕ(x) = i}, i = 1, 2, cannot be a union of orbits.

Also, we have

Corollary 6.6. Let X = P1 ⊔ P2 be a partition of a G-set X . If the partitioning subsets P1 and P2 are a union
of orbits of G, then the action of G on X can not be 2-distinguishable.

In the forthcoming results, we completely characterize the distinguishing number for conjugation action. In
fact, we find a connection of the distinguishing number for the above specified group action depending on the
fact whether the group is an Abelian group or not.

Theorem 6.7. If a group G acts on itself by conjugation, then DG(G) = 1 if and only if G is an Abelian group.

Proof. Note that G is Abelian if and only if G = Z(G) = {g : ghg−1 = h, for all h ∈ G} if and only if under
the conjugation action, the group G acts on itself by fixing each of its elements. Thus, the result follows by using
Proposition 2.1 [6]. ■

Finally, when a group G acts on itself by conjugation, we have

Theorem 6.8. A group G is non-Abelian if and only if DG(G) = 2.

Proof. Clearly, Theorem 6.7 guarantees that if the distinguishing number for the conjugation action of a group
G on itself is 2, that is, DG(G) = 2, then the group G is non-Abelian. This completes the sufficient part of the
present theorem.

For the necessary part, assume that a non-Abelian group G acts on itself by conjugation. Then, in view of
Theorem 1.3, it is sufficient to prove that there exists a 2-distinguishing labelling for the action of the group
G. However, using Theorem 6.4, it is enough to prove that the non-Abelian group G can be partitioned as the
disjoint union of two subsets X and Y such that for every g /∈ Z(G), at least one of the partitioning subsets is not
g-invariant. Next, we construct such a partition of G as follows:

Let X be the set constructed by taking exactly one element from each conjugacy class and Y = G \ X .
Clearly, G = X ⊔ Y . Note that an element of a group belongs to its center if and only if its conjugacy class
contains exactly one element. Moreover, a group is non-Abelian if and only if it has a conjugacy class containing
at least two elements. Thus, we conclude that the partitioning components X and Y are non empty and satisfy
the property that Z(G) ⊊ X and Y ̸= G \ Z(G), as G is non-Abelian.

We claim that the partition X ⊔ Y of G satisfies the condition: for every g /∈ Z(G), at least one of the
partitioning subset X or Y is not g-invariant. If not, then for every g /∈ Z(G), both the partitioning subsets X
and Y are g-invariant. In particular, for every g /∈ Z(G) and x ∈ X , we have gxg−1 ∈ X . Now, we shall
show that X = G. For this, let g ∈ G. Clearly, if g ∈ Z(G), then g ∈ X . However, if g ∈ G \ (Z(G) ∪ X ),
then by the construction of X , we can find an element x ∈ X in the conjugacy class of g, as the set X has a
non-trivial intersection with each conjugacy class of G. Therefore, there exists an element k ∈ G \ Z(G) such
that g = k−1xk with k ̸= x. Since, Z(G) is a subgroup of G, so we conclude that k−1 /∈ Z(G). Finally, one can
choose h = k−1 /∈ Z(G) and x = kgk−1 ∈ X , so that hxh−1 = k−1(kgk−1)k = g ∈ X , as the partitioning
subset X is g-invariant. Thus, we conclude that X = G, which is a contradiction, as Y ≠ ϕ. On the other hand,
if the partitioning subset Y is g-invariant for every g /∈ Z(G), then in a similar way, this assumption leads to a
contradiction that Y = G \ Z(G). Hence, for every g /∈ Z(G), at least one of the partitioning subsets X or Y is
not g-invariant. This completes the proof. ■
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derivatives in E3
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Abstract. In the paper, we have first defined the area of the Bézier polygonal region which contains the nth order Bézier
Curve and its first, second and third derivatives based on the control points of nth order Bézier curve in E3. Further, the area
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AMS Subject Classifications: 53A04, 53A05.
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1. Introduction

French engineer Pierre Bézier, who used Bézier curves to design automobile bodies studied with them in
1962. But the study of these curves was first developed in 1959 by mathematician Paul de Casteljau using de
Casteljau’s algorithm, a numerically stable method to evaluate Bézier curves. A Bézier curve is frequently used
in computer graphics and related fields, in vector graphics, used in animation as a tool to control motion. To
guarantee smoothness, the control point at which two curves meet must be on the line between the two control
points on either side. In animation applications, such as Adobe Flash and Synfig, Bézier curves are used to
outline, for example, movement. Users design the wanted path in Bézier curves, and the application creates the
needed frames for the object to move along the path. For 3D animation Bézier curves are often used to define
3D paths as well as 2D paths for key frame interpolation. We have been motivated by the following studies.
In [2, 6], the use of Bézier curves on object modeling purposes has been given for Computer-Aided Geometric
designs. Moreover, Bézier curves with curvature and torsion continuity has been examined in [8]. In [13], Frenet
apparatus of the cubic Bézier curves have been examined in E3. The matrix representations for a given Bézier
curve and its derivatives have been contented in [7, 10–12, 17].In addition, the use and the generation method
of Bézier curves have other possible applications as given in [1, 3–5, 9]. Recently, the examination of a Bézier
curve by means of curve pairs such as involute, Bertrand or Mannheim partner curves has been given in [14–16].

∗Corresponding author. Email address: seyda@baskent.edu.tr (Şeyda Kılıçoğlu)

https://www.malayajournal.org/index.php/mjm/index ©2023 by the authors.
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2. Preliminaries

A Bézier curve is defined by a set of control points P0 through Pn, where n is called its order. If n = 1 for
linear, if n = 2 for quadratic, if n = 3 for cubic Bézier curve, etc. The first and last control points are always
the end points of the curve; however, the intermediate control points (if any) generally do not lie on the curve.
Generaly Bézier curve can be defined by n+1 control points P0, P1, ..., Pn and has the following form, the points
Pi are called control points for the Bézier curve. The polygon formed by connecting the Bézier points with lines,
starting with P0 and finishing with Pn, is called the Bézier polygon (or control polygon). Bézier curve with n+1

control points P0, P1, ..., Pn has the following equation [2, 6]

B(t) =

n∑
i=0

(
n

i

)
ti (1− t)

n−i
(t) [Pi] , t ∈ [0, 1]

where
(
n
i

)
= n!

i!(n−i)! are the binomial coefficients.

Theorem 2.1. The derivatives of a given Bézier curve B (t) is

B′(t) =

n−1∑
i=0

(
n− 1

i

)
ti (1− t)

n−i−1
Qi

where Qi = n (Pi+1 − Pi) [2, 6].

Given points P0 and P1, a linear Bézier curve is simply a straight line between those two points. Linear
Bézier curve is given by α (t) = (1− t)P0 + tP1 and also the matrix form of a linear Bézier curve is

α (t) =
[
t 1

] [−1 1

1 0

] [
P0

P1

]
.

A quadratic Bézier curve is the path traced by the function α (t), given points P0, P1 and P2 which can be
interpreted as the linear interpolant of corresponding points on the linear Bézier curves from P0 to P1 and from
P1 to P2 respectively.and also a quadratic Bézier curve has the matrix form with control points P0 , P1 and P2

α (t) =

 t2

t

1

T  1 −2 1

−2 2 0

1 0 0

P0

P1

P2

 .

Four points in the plane or in higher-dimensional space define a cubic Bézier curve with the following equation
α (t) = (1− t)

3
P0 + 3t (1− t)

2
P1 + 3t2 (1− t)P2 + t3P3 with the matrix form of a cubic Béziercurve with

control points P0, P1, P2, and P3, is

α (t) =


t3

t2

t

1


T 

−1 3 −3 1

3 −6 3 0

−3 3 0 0

1 0 0 0



P0

P1

P2

P3

 .

We have already examined the cubic Bézier curves and involutes in [13] and [14], respectively.

3. The area of the Bézier polygonal regions

Definition 3.1. The Pi polygon formed by connecting the Bézier control points with lines, starting with P0 and
finishing with Pn, is called the Bézier polygon (or control polygon). The convex hull of the Bézier polygon
contains the Bézier curve.
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Definition 3.2. The area of the Bézier polygonal region containing the nth order Bézier Curve which is given as

α (t) =

n∑
i=0

(
n

i

)
ti (1− t)

n−i
(t) [Pi] , t ∈ [0, 1] .

with control points P0, P1, ..., Pn is defined as the sum of the area of the each area of triangles ∆(P0, P1, P2) ,

∆(P0, P2, P3) ,∆(P0, P3, P4) , ...,∆(P0, Pn−1, Pn) as in the following way

A (P0, P1, ..., Pn) = A (P0, P1, P2) +A (P0, P2, P3) + ...+A (P0, Pn−1, Pn) .

Theorem 3.3. The area of the Bézier polygonal region containing the 5th order BézierCurve and derivatives in
E3 is

A (P0, P1, P2, P3, P4, P5) =
1

2

4∑
i=1

∥P0 ∧ (Pi + Pi+1)∥

Proof. From the definition the area of the Bézier polygonal region containing the 5th order Bézier Curve

α (t) =

5∑
i=0

(
5

i

)
ti (1− t)

5−i
(t) [Pi] , t ∈ [0, 1] .

with control points P0, P1, P2, P3, P4, and P5 is defined as the sum of the area of the each area of triangles
∆(P0, P1, P2) ,∆(P0, P2, P3) ,∆(P0, P3, P4) , and ∆(P0, P4, P5) as in the following way

A (P0, P1, P2, P3, P4, P5) = A (P0, P1, P2) +A (P0, P2, P3) +A (P0, P3, P4) +A (P0, P4, P5) .

The matrix representation of 5th order Bézier curve with control points P0, P1, P2, P3, P4, and P5 is

α (t) =



t5

t4

t3

t2

t

1



T 

−1 5 −10 10 −5 1

5 −20 30 −20 5 0

−10 30 −30 10 0 0

10 −20 10 0 0 0

−5 5 0 0 0 0

1 0 0 0 0 0





P0

P1

P2

P3

P4

P5


The area of the Bézier polygonal region that contains the 5th order BézierCurve with control points P0, P1, P2,

P3, P4, and P5 is defined as the sum of the area of the

A (P0, P1, P2, P3, P4, P5) = A (P0, P1, P2) +A (P0, P2, P3) +A (P0, P3, P4) +A (P0, P4, P5)

=
1

2

(∥P0P1 ∧ P0P2∥+ ∥P0P2 ∧ P0P3∥+ ∥P0P3 ∧ P0P4∥
+ ∥P0P4 ∧ P0P5∥)

=
1

2

4∑
i=1

∥P0 ∧ (Pi + Pi+1)∥ .

■

We can generalize the above theorem to the nth order of a Bézier curve, hence we get the following theorem;

Theorem 3.4. The area of the Bézier polygonal region having the nth order Bézier Curve and derivatives in E3

is

A (P0, P1, P2, P3, ..., Pn) =
1

2

n−1∑
i=1

∥P0 ∧ (Pi + Pi+1)∥ .
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Theorem 3.5. The area of the Bézier polygonal region having the first derivative of 5th order of a Bézier curve
as a 4th order Bézier curve with control pointsP0, P1, P2, P3, P4, and P5 of 5th order BézierCurve

A (Q0, Q1, Q2, Q3, Q4) =
25

2

3∑
i=1

∥(P0 − P1) ∧ (Pi − Pi+2)∥

Proof. The matrix representation of the first derivative of 5th order of a Bézier curve as a 4th order Béziercurve
with control points Q0, Q1, Q2, Q3, Q4

α′ (t) =


t4

t3

t2

t

1


T 

1 −4 6 −4 1

−4 12 −12 4 0

6 −12 6 0 0

−4 4 0 0 0

1 0 0 0 0



Q0

Q1

Q2

Q3

Q4


where the control points, Q0 = 5 (P1 − P0) , Q1 = 5 (P2 − P1) , Q2 = 5 (P3 − P2) , Q3 = 5 (P4 − P3) , and
Q4 = 5 (P5 − P4) respectively. The area of the Bézier polygonal region contains the first derivative of 5th order

of a Bézier curve as a 4th order Bézier curve with control points Q0, Q1, Q2, Q3, Q4 is

A (Q0, Q1, Q2, Q3, Q4) =
1

2

3∑
i=1

∥Q0 ∧ (Qi +Qi+1)∥

= A (Q0, Q1, Q2) +A (Q0, Q2, Q3) +A (Q0, Q3, Q4)

=
1

2
(∥Q0Q1 ∧Q0Q2∥+ ∥Q0Q2 ∧Q0Q3∥+ ∥Q0Q3 ∧Q0Q4∥+ ∥Q0Q4 ∧Q0Q5∥)

=
1

2
(∥(Q1 +Q2) ∧ (−Q0)∥+ ∥(Q2 +Q3) ∧ (−Q0)∥+ ∥(Q3 +Q4) ∧ (−Q0)∥)

=
1

2
(∥Q0 ∧ (Q1 +Q2)∥+ ∥Q0 ∧ (Q2 +Q3)∥+ ∥Q0 ∧ (Q3 +Q4)∥)

=
1

2

3∑
i=1

∥Q0 ∧ (Qi +Qi+1)∥

Also using the control points P0, P1, P2, P3, P4, and P5 of 5th order BézierCurve

2A (Q0, Q1, Q2, Q3, Q4) = ∥Q0 ∧ (Q1 +Q2)∥+ ∥Q0 ∧ (Q2 +Q3)∥+ ∥Q0 ∧ (Q3 +Q4)∥
= ∥5 (P1 − P0) ∧ (5 (P2 − P1) + 5 (P3 − P2))∥
+ ∥5 (P1 − P0) ∧ (5 (P3 − P2) + 5 (P4 − P3))∥
+ ∥5 (P1 − P0) ∧ (5 (P4 − P3) + 5 (P5 − P4))∥

=25 ∥(P1 − P0) ∧ ((P2 − P1) + (P3 − P2))∥
+ 25 ∥(P1 − P0) ∧ ((P3 − P2) + (P4 − P3))∥
+ 25 ∥(P1 − P0) ∧ ((P4 − P3) + (P5 − P4))∥

=25 ∥(P0 − P1) ∧ (P1 − P3)∥
+ 25 ∥(P0 − P1) ∧ (P2 − P4)∥
+ 25 ∥(P0 − P1) ∧ (P3 − P5)∥ .

This complete the proof. ■

If we generalize the above theorem to the nth order of a Bézier curve we get the following theorem;
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Theorem 3.6. The area of the Bézier polygonal region containing the first derivative of nth order of a Bézier
curve as a (n− 1)th order Béziercurve with control points Q0, Q1, Q2, ..., Qn−1 is

A (Q0, Q1, Q2, ..., Qn−1) =
1

2

n−2∑
i=1

∥Q0 ∧ (Qi +Qi+1)∥ .

Also using the control points P0, P1, ..., Pn of nth order BézierCurve

A (Q0, Q1, Q2, ..., Qn−1) =
1

2
n2

n−2∑
i=1

∥(P0 − P1) ∧ (Pi − Pi+2)∥ .

Theorem 3.7. The area of the Bézier polygonal region containing the second derivative of 5th order of a Bézier
curve as a 3rd order Béziercurve with control points P0, P1, P2, P3, P4, and P5 of 5th order BézierCurve is

A (R0, R1, ..., Rn−2) =
202

2

n−3∑
i=1

∥(P0 − 2P1 + P2) ∧ (Pi − Pi+1 − Pi+2 + Pi+3)∥ .

Proof. The matrix representation of the second derivative of 5th order of a Bézier curve with control points R0,

R1, R2, R3 is

α
′′
(t) =


t3

t2

t

1


T 

−1 3 −3 1

3 −6 3 0

−3 3 0 0

1 0 0 0



R0

R1

R2

R3


where R0, R1, R2, R3 are control points. The area of the Bézier polygonal region having the second derivative
of 5th order of a Bézier curve as a 3rd order Béziercurve with control points R0, R1, R2, and R3 is

A (R0, R1, ..., Rn−2) =
1

2

2∑
i=1

∥R0 ∧ (Ri +Ri+1)∥

Also using the control points P0, P1, P2, P3, P4, and P5 of 5th order BézierCurve, and

R0 = 20 (P0 − 2P1 + P2) , R1 = 20 (P1 − 2P2 + P3) ,

R2 = 20 (P2 − 2P3 + P4) , R3 = 20 (P3 − 2P4 + P5)

and
R1 +R2 = 20 (P1 − P2 − P3 + P4) , R2 +R3 = 20 (P2 − P3 − P4 + P5)

we get the proof as in the following way

A (R0, R1, R2, R3) =
1

2
(∥R0 ∧ (R1 +R2)∥+ ∥R0 ∧ (R2 +R3)∥)

=
1

2
(∥20 (P0 − 2P1 + P2) ∧ (R1 +R2)∥+ ∥20 (P0 − 2P1 + P2) ∧ (R2 +R3)∥)

A (R0, R1, R2, R3) =
202

2

2∑
i=1

∥(P0 − 2P1 + P2) ∧ (Pi − Pi+1 − Pi+2 + Pi+3)∥ .

■

If we generalize the above theorem to the nth order of a Bézier curve we get the following theorem;
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Theorem 3.8. The area of the Bézier polygonal region contains the second derivative of nth order of a Bézier
curve as a (n− 2)th order Béziercurve with control points is R0, R1, ..., Rn−2

A (R0, R1, R2, R3) =
1

2

n−3∑
i=1

∥R0 ∧ (Ri +Ri+1)∥ .

Also using the control points P0, P1, ..., Pn of nth order BézierCurve

A (R0, R1, R2, R3) =
1

2
(n(n− 1))

2
2∑

i=1

∥(P0 − 2P1 + P2) ∧ (Pi − Pi+1 − Pi+2 + Pi+3)∥ .

Theorem 3.9. The area of the Bézier polygonal region containing the third derivative of 5th order of a Bézier
curve as a 2nd order Béziercurve with control points S0, S1, S2 is

A (S0, S1, S2) =
1

2
∥S0 ∧ (S1 + S2)∥

Also using the control points P0, P1, P2, P3, P4, and P5 of 5th order BézierCurve

A (S0, S1, S2) = 2.602 ∥(−P0 + 3P1 − 3P2 + P3) ∧ (−2P0 + 5P1 + 2P3 + 5P4 + P5)∥

Proof. The matrix representation of the third derivative of 5th order of a Bézier curve with control points
S0, S1, S2 is

α
′′′
(t) =

 t2

t

1

T  1 −2 1

−2 2 0

1 0 0

S0

S1

S2


where

S0 = 60 (6P1 − 2P0 − 6P2 + 2P3) , S1 = 60 (2P1 − P0 − 2P3 + P4) , and
S2 = 60 (3P1 − P0 − 4P2 + 4P3 − 3P4 + P5)

hence
S1 + S2 = 60 (5P1 − 2P0 + 2P3 + 5P4 + P5)

The area of the Bézier polygonal region for the third derivative of 5th order of a Bézier curve as a 2nd order
Béziercurve with control points S0, S1, S2 is

A (S0, S1, S2) =
1

2
∥S0 ∧ (S1 + S2)∥ .

Hence

A (S0, S1, S2) =
1

2
∥(S1 − S0) ∧ (S2 − S0)∥

=
1

2
∥S0 ∧ (S1 + S2)∥

=
602

2
∥(−2P0 + 6P1 − 6P2 + 2P3) ∧ (5P1 − 2P0 + 2P3 + 5P4 + P5)∥

A (S0, S1, S2) =
602

2
∥(−P0 + 3P1 − 3P2 + P3) ∧ (−2P0 + 5P1 + 2P3 + 5P4 + P5)∥ .

We have the proof. ■

If we generalize the above theorem to the nth order of a Bézier curve we get the following theorem;
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Theorem 3.10. The area of the Bézier polygonal region for the third derivative of nth order of a Bézier curve
as a (n− 3)nd order Béziercurve with control points S0, S1, ..., Sn−3 is

A (S0, S1, ..., Sn−3) =
1

2

2∑
i=1

∥S0 ∧ (Si + Si+1)∥

Also using the control points P0, P1, P2, P3, P4, and P5 of 5th order BézierCurve

A (S0, S1, ..., Sn−3) =
(nP 3)

2

2

2∑
i=1

∥(−P0 + 3P1 − 3P2 + P3) ∧ (−2Pi−1 + 5Pi + 2Pi+2 + 5Pi+3 + Pi+4)∥ ,

where nP 3 = n(n− 1)(n− 2) is permutation.

Theorem 3.11. The length of the T0T1, of the fourth derivative of 5th order of a Bézier curve is a linear
Béziercurve, with control points T0, and T1 is

∥T0T1∥ = 5.4.3.2.1 ∥−P0 + 5P1 − 10P2 + 10P3 − 5P4 + P5∥

Proof. The fourth derivative of 5th order of a Bézier curve has the following representation.

α′v (t) =

[
t

1

]T [
−1 1

1 0

] [
T0

T1

]
where

T0 = 120P0 − 480P1 + 720P2 − 480P3 + 120P4

T1 = 120P1 − 480P2 + 720P3 − 480P4 + 120P5

are the control points of the fourth derivative of 5thorder of a Bézier curve based on the P0, P1, P2, ..., and
P5.

∥T0T1∥ =

∥∥∥∥ (120P1 − 480P2 + 720P3 − 480P4 + 120P5)

− (120P0 − 480P1 + 720P2 − 480P3 + 120P4)

∥∥∥∥
= ∥600P1 − 120P0 − 1200P2 + 1200P3 − 600P4 + 120P5∥
= 5.4.3.2.1 ∥−P0 + 5P1 − 10P2 + 10P3 − 5P4 + P5∥

■

Example 3.12. Let α (t) be a 5th order Bézier curve given by the following parametrization:

α (t) =

(
74t5 − 210t4 + 180t3 − 50t2 + 5t+ 1,

−79t5 + 185t4 − 130t3 + 10t2 + 10t+ 1,

−63t5 + 95t4 − 30t3 − 5t+ 2
)

with control points, P0 = (1, 1, 2) , P1 = (2, 3, 1) , P2 = (−2, 6, 0) , P3 = (7,−3,−4) , P4 = (5, 0, 5),
P5 = (0,−3,−1) .
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The area of the Bézier polygonal region containing the 5th order Bézier curve is

A (P0, P1, P2, P3, P4, P5)

=
1

2

4∑
i=1

∥P0 ∧ (Pi + Pi+1)∥

=
1

2
(∥P0 ∧ (0, 9, 1)∥+ ∥P0 ∧ (5, 3,−4)∥+ ∥P0 ∧ (12,−3, 1)∥+ ∥P0 ∧ (5,−3, 4)∥)

=
1

2

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

1 1 2

0 9 1

∣∣∣∣∣∣
∥∥∥∥∥∥+

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

1 1 2

5 3 −4

∣∣∣∣∣∣
∥∥∥∥∥∥+

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

1 1 2

12 −3 1

∣∣∣∣∣∣
∥∥∥∥∥∥+

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

1 1 2

5 −3 4

∣∣∣∣∣∣
∥∥∥∥∥∥

= 39. 531 unit square.

The area of the Bézier polygonal region containing the first derivative of 5th order of a Bézier curve is

A (Q0, Q1, Q2, Q3, Q4)

=
1

2
52

3∑
i=1

∥(P0 − P1) ∧ (Pi − Pi+2)∥

=
1

2
52 (∥(P0 − P1) ∧ (P1 − P3)∥+ ∥(P0 − P1) ∧ (P2 − P4)∥+ ∥(P0 − P1) ∧ (P3 − P5)∥)

=
1

2
52

(∥(−1 − 2 1) ∧ (P1 − P3)∥+ ∥(P0 − P1) ∧ (P2 − P4)∥
+ ∥(P0 − P1) ∧ (P3 − P5)∥)

=
1

2
25

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

−1 −2 1

−5 6 5

∣∣∣∣∣∣
∥∥∥∥∥∥+

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

−1 −2 1

−7 6 −5

∣∣∣∣∣∣
∥∥∥∥∥∥+

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

−1 −2 1

7 0 −3

∣∣∣∣∣∣
∥∥∥∥∥∥


=
1551. 0

2

= 775. 5 unit square

The area of the Bézier polygon that contains the second derivative of 5th order of a Bézier curve as a 3rd order
Béziercurve with control points R0, R1, R2, R3 is

A (R0, R1, R2, R3) =
1

2
202

2∑
i=1

∥(P0 − 2P1 + P2) ∧ (Pi − Pi+1 − Pi+2 + Pi+3)∥

=
1

2
202

(∥∥−5 1 0 ∧ (P1 − P2 − P3 + P4)
∥∥+

∥∥−5 1 0 ∧ (P2 − P3 − P4 + P5)
∥∥)

=
1

2
202

(∥∥−5 1 0 ∧
(
2 0 10

)∥∥+
∥∥−5 1 0 ∧

(
−14 6 −2

)∥∥)
=

1

2
202

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

−5 1 0

2 0 10

∣∣∣∣∣∣
∥∥∥∥∥∥+

∥∥∥∥∥∥
∣∣∣∣∣∣

i j k

−5 1 0

−14 6 −2

∣∣∣∣∣∣
∥∥∥∥∥∥

=
20431

2

= 10.216 unit square.

The area of the Bézier polygonal region containing the third derivative of 5th order of a Bézier curve using the
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control points P0, P1, P2, P3, P4, and P5 of 5th order Bézier Curve is

A (S0, S1, S2) =
1

2
602 ∥(−P0 + 3P1 − 3P2 + P3) ∧ (5P1 − 2P0 + 2P3 + 5P4 + P5)∥

=
1

2
.602

∥∥∥∥∥∥∥∥
(

−
(
1 1 2

)
+ 3

(
2 3 1

)
−3

(
−2 6 0

)
+
(
7 −3 −4

))
∧
(
5
(
2 3 1

)
− 2

(
1 1 2

)
+ 2

(
7 −3 −4

)
+5

(
5 0 5

)
+

(
0 −3 −1

) )
∥∥∥∥∥∥∥∥

=
1

2
602

∥∥( 18 −13 −3
)
∧
(
47 4 17

)∥∥
=

1

2
.602

∥∥∥∥∥∥
∣∣∣∣∣∣
i j k

18 −13 −3

47 4 17

∣∣∣∣∣∣
∥∥∥∥∥∥

= 5696. 0/2

= 2848.0 unit square
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